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| عنوان پایان­نامه: ارائه یک الگوریتم جهت تجزیه یکنواخت چندضلعی­های ساده درفضای دوبعدی | | | | | | |
| استاد راهنما: دکتر جابر کریم پور  استاد مشاور: دکتر شهریار لطفی | | | | | | |
| مقطع تحصیلی: کارشناسی ارشد | | رشته: علوم کامپیوتر | گرایش: سیستم­های کامپیوتری | | | دانشگاه: تبریز |
| دانشکده: ریاضی | تاریخ فارغ­التحصیلی: 20/6/1392 | | | تعداد صفحات: 65 | | |
| کلید واژه­ها: تجزیه چندضلعی، چندضلعی یکنواخت، چندضلعی ساده، چندضلعی حفره­دار، الگوریتم حریصانه، هندسه محاسباتی | | | | | | |
| چکیده:  به افراز یک چندضلعی به مجموعه­ای از چندضلعی­های کوچکتر، تجزیه چندضلعی گفته می­شود. یک چندضلعی را می­توان به روش­های مختلفی تجزیه کرد. از میان این روش­ها، تجزیه محدب، یکنواخت و ذوزنقه­ای بیشترین کاربردها را در حوزه هندسه محاسباتی دارند. در برخی مواقع، لازم و یا مطلوب است تجزیه به گونه­ای انجام شود که با حفظ قیدهای­ مسئله، تعداد چندضلعی­های تولید­­ شده کمینه باشد. تجزیه چندضلعی­ها در حوزه­های مختلفی مانند گرافیک برداری، تشخیص الگو، تشخیص متن، محاسبه جمع­های مینکوفسکی و طرح­ریزی حرکت ربات کاربرد دارد.  در این پایان­نامه به ارائه یک الگوریتم حریصانه جهت تجزیه یکنواخت چندضلعی­های ساده و حفره­دار پرداخته می­شود. این الگوریتم بدون استفاده از نقاط کمکی، یک چندضلعی را به صورت یکنواخت تجزیه می­کند. هدف اصلی از ارائه این الگوریتم، دستیابی به تجزیه­ای «تقریبا کمینه» در یک زمان قابل قبول است. از آنجا که تجزیه کمینه یکنواخت یک چندضلعی حفره­دار، در حالتی که استفاده از نقاط کمکی مجاز نیست، یک مسئله NP-سخت است، استفاده از الگوریتم­هایی که منجر به تجزیه تقریبا کمینه می­شوند، یکی از راهکارهای عملی است. در طراحی الگوریتم پیشنهادی، دو مقوله مورد توجه قرار گرفته است. مقوله اول کمینگی تجزیه است. این الگوریتم تلاش می­کند عمل تجزیه را به صورت کمینه انجام دهد. با وجود اینکه تضمینی در مورد بدست آمدن جواب کمینه وجود ندارد، اما نتایج پیاده­سازی این الگوریتم و مقایسه عملی آن با برخی از الگوریتم­های موجود، موثر بودن این راهکار را نشان می­دهد. دومین مقوله که در طراحی این الگوریتم مورد توجه قرار گرفته است، زمان اجرای آن است. بخشی از زمان اجرای این الگوریتم با استفاده از پارامتری به نام «حداکثر عمق جستجو» کنترل می­شود. هر چه مقدار این پارامتر کوچکتر باشد، احتمال یافتن تجزیه­ای کمینه یا تقریبا کمینه کمتر می­شود اما زمان اجرای الگوریتم نیز به همان نسبت کاهش می­یابد. با انتساب مقادیر بزرگتر به این پارامتر، می­توان جواب­های بهتری تولید کرد اما زمان اجرای الگوریتم نیز افزایش می­یابد. با تنظیم مقدار این پارامتر و با توجه به کاربرد مسئله، می­توان از بین زمان اجرا و کمینه­ بودن تجزیه یکی را ترجیح داد و یا اینکه تعادلی بین آنها بوجود آورد. | | | | | | |

به پاس تعبیر زیبا و انسانی­شان از کلمه ایثار و از خودگذشتگی

به پاس عاطفه سرشار و گرمای امید بخش وجودشان

به پاس قلب­های بزرگشان که فریادرس است و سرگردانی و ترس در پناهشان به شجاعت می­گراید

و به پاس محبت­های بی­ دریغشان که هرگز فروکش نمی­کند

این مجموعه را تقدیم می­کنم به:

پدر و مادر بزرگوار و مهربانم

و

خواهر و دو برادر عزیزم

و با سپاس از زحمات اساتید راهنما و مشاور گرامیم

جناب آقای دکتر کریم­پور و جناب آقای دکتر لطفی

چرا که بدون راهنمایی­های ارزنده ایشان تهیه این پایان­نامه بسیار مشکل می­نمود

**فهرست مطالب**

|  |  |
| --- | --- |
| عنوان | شماره صفحه |

[**فصل 1** مقدمه 1](#_Toc365360792)

[1-1 اصطلاحات 3](#_Toc365360793)

[1-2 بیان مسئله 4](#_Toc365360794)

[1-3 نظریه 4](#_Toc365360795)

[1-4 اهداف پایان­نامه 5](#_Toc365360796)

[1-5 سازمان پایان­نامه 5](#_Toc365360797)

[**فصل 2** پیشینه­های پژوهشی 7](#_Toc365360798)

[2-1 تعاریف اولیه و مفاهیم مقدماتی 10](#_Toc365360799)

[2-1-1 انواع چندضلعی 11](#_Toc365360800)

[2-1-2 انواع راس­ها در چندضلعی 14](#_Toc365360801)

[2-1-3 نمایش چندضلعی و زیر فضا در حافظه 17](#_Toc365360802)

[2-1-4 تجزیه ذوزنقه­ای یک چندضلعی ساده 19](#_Toc365360803)

[2-1-5 قضیه چندضلعی یکنواخت قائم 21](#_Toc365360804)

[2-2 الگوریتم لی و پریپاراتا 26](#_Toc365360805)

[2-3 الگوریتم لیو و نتافوس 33](#_Toc365360806)

[2-4 الگوریتم مثلثی‏سازی سایدل 37](#_Toc365360807)

[2-4-1 استفاده از الگوریتم سایدل برای تجزیه یکنواخت یک چندضلعی 38](#_Toc365360808)

[2-4 جمع­بندی و نتیجه­گیری 39](#_Toc365360809)

[**فصل 3** ارائه یک الگوریتم حریصانه برای تجزیه یکنواخت چندضلعی 43](#_Toc365360810)

[3-1 الگوریتم اولیه 44](#_Toc365360811)

[3-1-1 چندضلعی آشکار از یک نقطه 21](#_Toc365360812)

[3-1-2 الگوریتم اولیه 45](#_Toc365360813)

[3-2 بهبود الگوریتم اولیه 48](#_Toc365360814)

[3-2-1 حذف راس­های ادغام و تفکیک به کمک تجزیه ذوزنقه­ای 48](#_Toc365360815)

[3-2-2 الگوریتم بهبود یافته 54](#_Toc365360816)

[3-3 پیاده­سازی و مقایسه عملی با الگوریتم­های موجود 56](#_Toc365360817)

[**فصل 4** نتیجه­گیری و پیشنهادات 59](#_Toc365360818)

[4-1 مرور تحقیق 60](#_Toc365360819)

[4-2 نتیجه­گیری 61](#_Toc365360820)

[4-2 کارهای آینده 62](#_Toc365360821)

[4-2-1 انتخاب بین تجزیه ذوزنقه­ای افقی یا عمودی 62](#_Toc365360822)

[4-2-2 پیش­پردازش قطرها 63](#_Toc365360823)

**فهرست جدول­ها**

|  |  |
| --- | --- |
| عنوان | شماره صفحه |

[جدول 1-1) اصطلاحات بکار رفته در این پایان­نامه 3](#_Toc365972135)

[جدول 2-1) برخی از الگوریتم­های شناخته شده برای تجزیه یکنواخت یک چندضلعی 41](#_Toc365972136)

[جدول 3-1) مقایسه الگوریتم پیشنهادی با الگوریتم سایدل و الگوریتم لی 57](#_Toc365972137)

**فهرست شکل­ها**

|  |  |
| --- | --- |
| عنوان | شماره صفحه |

[شکل 2-1) چند مثال از چندضلعی ساده و غیر ساده 11](#_Toc365635301)

[شکل 2-2) برخی از ویژگی­های چندضلعی محدب 12](#_Toc365635302)

[شکل 2-3) یک چندضلعی ساده که نسبت به محور Y یکنواخت است 13](#_Toc365635303)

[شکل 2-4) یک چندضلعی یکنواخت قائم 14](#_Toc365635304)

[شکل 2-5) انواع راس­های یک چندضلعی ساده 15](#_Toc365635305)

[شکل 2-6) یک چندضلعی ساده که به چندضلعی­های یکنواخت قائم تجزیه شده است. 17](#_Toc365635306)

[شکل 2-7) نمایش چندضلعی شکل 2-6 در حافظه 18](#_Toc365635307)

[شکل 2-8) تجزیه ذوزنقه­ای یک چندضلعی ساده 19](#_Toc365635308)

[شکل 2-9) چندضلعی آشکار از نقطه a در یک چندضلعی ساده 22](#_Toc365635309)

[شکل 2-10) یک چندضلعی ساده که یکنواخت قائم نیست. 23](#_Toc365635310)

[شکل 2-11) دو حالت امکان­پذیر در قضیه چندضلعی یکنواخت قائم 24](#_Toc365635311)

[شکل 2-12) یک مثال برای نشان دادن اینکه قضیه 1-1 در جهت عکس برقرار نیست. 25](#_Toc365635312)

[شکل 2-13) مراحل تجزیه یک چندضلعی ساده توسط الگوریتم *لی* و *پریپاراتا* 26](#_Toc365635313)

[شکل 2-14) پردازش یک راس تفکیک در الگوریتم *لی و پریپاراتا* 29](#_Toc365635314)

[شکل 2-15) پردازش یک راس ادغام 29](#_Toc365635315)

[شکل 2-16) یک گراف و چهار مجموعه مستقل آن 33](#_Toc365635316)

[شکل 2-17) مراحل تجزیه یکنواخت یک چندضلعی ساده با استفاده از الگوریتم سایدل 38](#_Toc365635317)

[شکل 3-1) یک چندضلعی ساده که به صورت ذوزنقه­ای تجزیه شده است. 48](#_Toc365635318)

[شکل 3-3) دو چندضلعی ساده با 15 راس 51](#_Toc365635319)

[شکل 3-4) قبل و بعد از اضافه شدن یک قطر به چندضلعی 53](#_Toc365635320)

[شکل 4-1) تجزیه ذوزنقه‌ای افقی و عمودی یک چندضلعی ساده 62](#_Toc365635321)

# 

# فصل 1 مقدمه

تجزیه چندضلعی[[1]](#footnote-1) فرآیندی است که طی آن یک چندضلعی به مجموعه­ای از چندضلعی­های کوچکتر افراز می­شود. در اکثر موارد لازم است عمل تجزیه به گونه­ای انجام شود که چندضلعی­های حاصل از آن، محدب[[2]](#footnote-2) و­ یا نسبت به یک خط خاص یکنواخت[[3]](#footnote-3) باشند. در برخی مواقع لازم و یا مطلوب است که تجزیه به گونه­ای انجام شود که تعداد چندضلعی­های تولید­­ شده کمینه باشد. در مواردی نیز هدف صرفا تجزیه چندضلعی به مجموعه­ای از چندضلعی­های کوچکتر است و الزامی وجود ندارد که چندضلعی­های حاصل از افراز ویژگی خاصی داشته باشند. تجزیه چندضلعی­ها در حوزه­های مختلفی مانند گرافیک برداری، تشخیص الگو، تشخیص متن، محاسبه جمع­های مینکوفسکی و طرح­ریزی حرکت ربات[[4]](#footnote-4) کاربرد دارد. از آنجایی که اعمال کردن اکثر الگوریتم­ها روی چندضلعی­های محدب یا یکنواخت، ساده­تر و کم­هزینه­تر از اعمال کردن آنها روی چندضلعی­های معمولی است، تمایل زیادی برای یافتن الگوریتم­های کارا جهت تجزیه چندضلعی­ها به صورت یکنواخت و یا محدب وجود دارد. تا به حال الگوریتم­های مختلفی برای حل این مسئله ارائه شده است. در این پایان­نامه به ارائه یک الگوریتم حریصانه جهت تجزیه یکنواخت چندضلعی­های ساده و حفره­دار پرداخته می­شود. این الگوریتم از نقاط کمکی[[5]](#footnote-5) برای تجزیه چندضلعی استفاده نمی­کند.

## 1-1 اصطلاحات

اصطلاحات بکار رفته در این پایان­نامه در جدول 1-1 ملاحظه می­شود. اکثر این اصطلاحات در حوزه هندسه محاسباتی شناخته شده هستند اما برخی از آنها تنها در این پایان­نامه رایج می­باشند.  
این اصطلاحات جدید با علامت ستاره مشخص شده­اند.

|  |  |
| --- | --- |
| تجزیه چندضلعی | افراز یک چندضلعی به مجموعه­ای از چندضلعی­های کوچکتر، تجزیه چندضلعی نامیده می­شود. |
| تجزیه کمینه | تجزیه­ای که تعداد چندضلعی­های حاصل از آن کمینه است. |
| تجزیه کمینه با کمترین میزان مصرف جوهر | تجزیه­ای که در آن مجموع طول قطرهای اضافه شده به چندضلعی، کمینه است. |
| چندضلعی حفره دار | چندضلعی که درون آن، نواحی تو خالی (به شکل چندضلعی) وجود دارد. |
| زیر فضا | یک افراز از فضای دو و یا سه بعدی |
| قطر (در چندضلعی) | پاره­خطی که دو راس غیر مجاور چندضلعی را به هم متصل می­کند. |
| راس ادغام | راسی که زاویه داخلی آن بیشتر از 180 درجه است و پایین­تر از راس­های مجاور خود واقع شده است. |
| راس تفکیک | راسی که زاویه داخلی آن بیشتر از 180 درجه است و بالاتر از راس­های مجاور خود واقع شده است. |
| قطر ویژه\* | قطری که یک انتهای آن به راس ادغام و انتهای دیگر آن به راس تفکیک متصل شده باشد. |
| قطر معمولی\* | قطری که فقط یک انتهای آن به راس ادغام و یا تفکیک متصل باشد. |
| قطر غیر مفید\* | قطری که هیچ یک از دو انتهای آن به راس ادغام یا تفکیک متصل نباشد. |
| از بین بردن راس تفکیک (ادغام) \* | تبدیل کردن یک راس تفکیک (ادغام) به یک راس معمولی بوسیله اضافه کردن یک قطر به آن. |
| مثلثی‏سازی | تجزیه یک چندضلعی به مجموعه­ای از مثلث‏ها. |

جدول 1-1) اصطلاحات بکار رفته در این پایان­نامه

## 1-2 بیان مسئله

در این تحقیق به مطالعه و بررسی الگوریتم­های موجود و همچنین ارائه یک الگوریتم جهت تجزیه یکنواخت[[6]](#footnote-6) چندضلعی­های ساده و حفره­دار پرداخته می­شود. در این مسئله، می­بایست یک چندضلعی ساده و یا حفره­دار به گونه­ای تجزیه شود که همه چندضلعی­های حاصل شده از آن، نسبت به محور Y یکنواخت باشند. به عبارت دیگر همه چندضلعی­ها باید به صورت یکپارچه نسبت به محور Y یکنواخت باشند[[7]](#footnote-7). با توجه به شرایط و محدودیت­های مسئله، در مورد مجاز بودن در به کارگیری نقاط کمکی تصمیم­گیری می­شود. استفاده از نقاط کمکی باعث افزایش تعداد راس­های چندضلعی اولیه می­شود و بهتر است تا جایی که امکان دارد، استفاده از این نقاط محدود شود.

## 1-3 نظریه

تجزیه کمینه یکنواخت یک چندضلعی حفره‌دار، هنگامی که استفاده از نقاط کمکی مجاز نیست، یک مسئله NP-سخت است. این مسئله را به اختصار MMD می­نامیم[[8]](#footnote-8). در حالتی که استفاده از نقاط کمکی مجاز است، الگوریتم­هایی با زمان اجرای چندجمله­ای برای حل این مسئله وجود دارد اما زمان اجرای آنها مطلوب نیست. در این تحقیق سعی می­کنیم به این پرسش پاسخ دهیم که آیا می­توان با ارائه یک الگوریتم حریصانه برای مسئله MMD به تجزیه­­ای تقریبا کمینه دست یافت و یا خیر. کارایی این الگوریتم را می­توان با استفاده از پیاده­سازی و مقایسه با برخی از الگوریتم­های موجود برای تجزیه یکنواخت چندضلعی، مورد بررسی و تحلیل قرار داد.

## 1-4 اهداف پایان­نامه

هدف از این تحقیق، ارائه یک الگوریتم جهت حل مسئله «تجزیه چندضلعی­های ساده و یا حفره­دار به چندضلعی­های یکنواخت قائم» است. تا کنون الگوریتم­های مختلفی برای تجزیه چندضلعی­های ساده و حفره­دار ارائه شده است. برخی از الگوریتم­های ارائه شده، چندضلعی را به صورت کمینه تجزیه می­کنند به این معنا که تعداد چندضلعی­های حاصل شده از فرآیند تجزیه، کمینه است. تجزیه کمینه یک چندضلعی حفره­دار، بدون استفاده از نقاط کمکی، یک مسئله NP-سخت است. زمان اجرای الگوریتم­های موجود برای تجزیه کمینه یک چندضلعی­ ساده، بدون استفاده از نقاط کمکی، چندان مطلوب نیست. در این تحقیق به توسعه الگوریتمی پرداخته می­شود که به صورت *حریصانه* تلاش می­کند یک چندضلعی ساده و یا حفره­دار را بدون استفاده از نقاط کمکی به صورت یکنواخت تجزیه کند. هدف اصلی این الگوریتم، دستیابی به یک تجزیه تقریبا کمینه (و حتی در برخی مواقع کمینه) در یک زمان قابل قبول است.

## 1-5 سازمان پایان­نامه

پس از مقدمه، در فصل 2 به تشریح برخی از الگوریتم­های موجود برای تجزیه یکنواخت چندضلعی­های ساده و حفره­دار پرداخته می­شود. این فصل به سه بخش تقسیم شده است. در بخش اول به برخی تعاریف اولیه و مفاهیم مقدماتی از هندسه محاسباتی اشاره شده است. این مفاهیم و تعاریف اولیه در سرتاسر این پایان­نامه کاربرد دارند. در بخش دوم الگوریتم­های لی و پریپاراتا، لیو و سایدل برای تجزیه یکنواخت یک چندضلعی تشریح شده است. این الگوریتم­ها بدون استفاده از نقاط کمکی، یک چندضلعی را به صورت یکنواخت تجزیه می­کنند. در بخش سوم به مقایسه الگوریتم­های موجود و نتیجه­گیری در مورد آنها پرداخته شده است.

در فصل سوم به ارائه یک الگوریتم جهت تجزیه یکنواخت چندضلعی­های ساده و حفره­دار پرداخته شده است. این فصل شامل سه بخش است. در بخش اول یک الگوریتم اولیه برای حل این مسئله ارائه می­شود. در بخش دوم به بهبود عملکرد و زمان اجرای الگوریتم اولیه پرداخته می­شود. نتایج حاصل از پیاده­سازی و مقایسه الگوریتم پیشنهادی با برخی از الگوریتم­های موجود، در بخش سوم از فصل 3 بحث و بررسی شده است.

در فصل چهارم به نتیجه­گیری کلی و تشریح روند ادامه این تحقیق پرداخته شده است. در این فصل ضمن مرور مطالب تشریح شده در فصل­های قبل و نتیجه­گیری کلی در مورد آنها، پیشنهاداتی برای بهبود عملکرد الگوریتم ارائه شده در این پایان­نامه مطرح شده است.

# 

# فصل 2 پیشینه­های پژوهشی

تجزیه چندضلعی­ها یکی از مباحث مهم در حوزه هندسه محاسباتی است. تا به حال الگوریتم‏های متعددی برای تجزیه یک چندضلعی به چندضلعی­های ساده[[9]](#footnote-9)، یکنواخت[[10]](#footnote-10)، محدب[[11]](#footnote-11)، ستاره­ای[[12]](#footnote-12) و  
ذوزنقه­ای[[13]](#footnote-13) ارائه شده است [4،3،2،1]. در بسیاری از موارد، تجزیه یک چندضلعی، گامی از مراحل اجرای یک الگوریتم دیگر است. از میان انواع مختلف تجزیه، تجزیه به چندضلعی­های یکنواخت و محدب و ذوزنقه­ای مورد توجه بیشتری قرار گرفته­ است [4]. دلیل این موضوع این است که بسیاری از الگوریتم­ها روی این نوع چندضلعی­ها به صورت کارآتری اجرا می­شوند [6،5،3،1].

در برخی از کاربردها، لازم و یا مطلوب است که تجزیه به صورت کمینه انجام شود [5،4].  
کمینه بودن تجزیه از دو دیدگاه بررسی می­شود. در دیدگاه اول، منظور از کمینه بودن تجزیه، کمینه بودن تعداد چندضلعی­های حاصل از تجزیه است. در دیدگاه دوم، کمینه بودن تجزیه به معنای کمینه بودن مجموع طول قطرهای اضافه شده به چندضلعی است. به این نوع تجزیه، تجزیه با کمترین میزان مصرف جوهر[[14]](#footnote-14) گفته می­شود. در این تحقیق، منظور از کمینه بودن، کمینه بودن تعداد چندضلعی­های حاصل از تجزیه است.

پیچیدگی محاسباتی اکثر الگوریتم­های ارائه شده برای تجزیه چندضلعی، معمولا تحت تاثیر سه عامل قرار دارد. عامل اول تعداد راس­های چندضلعی است. عامل دوم تعداد راس­هایی از چندضلعی است که مقدار زاویه داخلی آنها بیشتر از 180 درجه است. به این راس­ها، راس­ بازتابی[[15]](#footnote-15) یا راس شکافی[[16]](#footnote-16) گفته می­شود. عامل سوم تعداد حفره­های[[17]](#footnote-17) چندضلعی است. در سرتاسر این پایان­نامه، تعداد راس­های چندضلعی با n، تعداد راس­های بازتابی با N و تعداد حفره­های چندضلعی با h نمایش داده می­شود.

برخی از الگوریتم­های تجزیه، از نقاط کمکی[[18]](#footnote-18) جهت تسهیل عملیات تجزیه استفاده می­کنند.  
این نقاط راس­هایی می­باشند که طی فرآیند تجزیه، به مجموعه راس­های چندضلعی اضافه می­شوند.  
با توجه به اینکه این نقاط تعداد راس­های چندضلعی را افزایش می­دهند، مطلوب­ است که از این نقاط استفاده نشود یا اینکه میزان استفاده از آنها محدود شود.

برای تجزیه یک چندضلعی ساده، *لی* و *پریپاراتا[[19]](#footnote-19)* یک الگوریتم با زمان اجرای O(n log n) ارائه داده­اند. این الگوریتم از نقاط کمکی استفاده نمی­کند. تا کنون سه الگوریتم جهت تجزیه کمینه چندضلعی­ها ارائه شده است. برای حالتی که استفاده از نقاط کمکی مجاز نیست، *کیل*[[20]](#footnote-20) یک الگوریتم با زمان اجرای O(Nn4) و لیو و نتافوس یک الگوریتم با زمان اجرای O(nN3 + N2n log n + N5)جهت تجزیه کمینه یک چندضلعی ساده ارائه داده­اند [5،4]. چنانچه استفاده از نقاط کمکی مجاز باشد، الگوریتم لیو و نتافوس (با اعمال تغییراتی) به یک الگوریتم با پیچیدگی محاسباتی  
O(n N3 log n + N5) تبدیل می­شود. *کیل* همچنین یک الگوریتم از مرتبه O(Nn4) برای حل مسئله تجزیه کمینه یک چندضلعی ساده به چندضلعی­های یکنواخت با کمترین میزان مصرف جوهر، ارائه کرده است.

مسئله تجزیه یک چندضلعی ساده، حالت خاصی از مسئله تجزیه چندضلعی­های حفره­دار است (حالتی که h=0 است). *وی[[21]](#footnote-21)* یک الگوریتم با زمان اجرای O(K(n log n + hlog3 h)) برای تجزیه کمینه یک چندضلعی حفره­دار با استفاده از نقاط کمکی، ارائه کرده است [27]. در عبارت اخیر، K تعداد اضلاع گراف آشکاری[[22]](#footnote-22) چندضلعی را نشان می­دهد. *کیل* ثابت کرد که مسئله تجزیه کمینه یک چندضلعی حفره‌دار به چندضلعی­های یکنواخت، هنگامی که استفاده از نقاط کمکی مجاز نیست، یک مسئله NP-سختاست [4].

در این فصل، بعد از مرور برخی تعاریف و مفاهیم مقدماتی مورد نیاز، الگوریتم­های تجزیه لی و پریپاراتا[[23]](#footnote-23)، لیو و نتافوس و سایدل مورد مطالعه و بررسی قرار می­گیرد. این الگوریتم­ها یک چندضلعی را به مجموعه­ای از چندضلعی­های یکنواخت قائم تجزیه می­کنند.

## 2-1 تعاریف اولیه و مفاهیم مقدماتی

در این بخش به تعاریف چندضلعی­های ساده، محدب و یکنواخت اشاره شده است. همچنین به بررسی نحوه نمایش یک چندضلعی ساده در حافظه و انواع راس­های یک چندضلعی پرداخته می­شود. قضیه چندضلعی یکنواخت قائم نقش کلیدی در همه الگوریتم­های تجزیه یکنواخت ایفا می­کند. این قضیه در انتهای این بخش معرفی و اثبات می­شود.

### 2-1-1 انواع چندضلعی­

در هندسه، چندضلعی به زیرمجموعه­ای از فضای دو بعدی گفته می­شود که با مسیری بسته شامل تعداد متناهی خطوط راست، محیط شده باشد. در تعریفی ساده­تر، به هر خط شکسته بسته چندضلعی گفته می­شود[[24]](#footnote-24). چندضلعی­ها با توجه به ویژگی­هایی که دارند به چندین گروه دسته­بندی می­شوند. چندضلعی­های محدب و یکنواخت بیشترین کاربردهای عملی و نظری را در حوزه هندسه محاسباتی دارند [4،1]. در ادامه به تعریف چندضلعی ساده، محدب و یکنواخت پرداخته می­شود.

**چندضلعی ساده:**

چندضلعی که اضلاع آن یکدیگر را قطع نکنند و دارای حفره نباشد، چندضلعی ساده نامیده می­شود، در غیر اینصورت آن را چندضلعی غیرساده می­نامند. شکل 2-1 مثال­هایی از چندضلعی­های ساده و غیر ساده را نشان می­دهد.

**(الف)**

**(ب)**

**(پ)**

شکل 2-1) چند مثال­ از چندضلعی ساده و غیر ساده. (الف) ساده است. (ب) ساده نیست زیرا حفره دارد.  
(پ) ساده نیست زیرا اضلاع آن یکدیگر را قطع کرده­اند.

**چندضلعی محدب**

چندضلعی که زاویه داخلی همه راس­های آن کوچکتر و یا مساوی 180 درجه است، چندضلعی محدب (کوژ) نامیده می­شود. اگر دو نقطه دلخواه درون یک چندضلعی محدب با یک پاره­خط به یکدیگر متصل شوند، آنگاه این پاره­خط (حتما) درون چندضلعی واقع می­شود. یک چندضلعی اکیدا محدب نامیده می­شود اگر و تنها اگر تمامی زاویه­های داخلی آن کمتر از 180 درجه باشند. چندضلعی­های محدب دارای ویژگی­های جالبی می­باشند و در هندسه محاسباتی مورد توجه قرار دارند. یکی از این ویژگی­ها، سهولت مثلثی‏سازی[[25]](#footnote-25) آنها است. برای مثلثی‏سازی یک چندضلعی محدب کافی است از یکی از راس­های چندضلعی به تمامی راس­های غیر مجاور آن قطرهایی رسم شود [1]. اگر تعداد راس­های چندضلعی n باشد، این عملیات به سادگی در O(n) انجام می­شود. با توجه به کاربردهای فراوان مثلثی سازی، داشتن چنین الگوریتم ساده و کارایی بسیار مطلوب است.

b

a

**(الف)**

**(ب)**

شکل 2-2) برخی از ویژگی­های چندضلعی محدب (الف) پاره­خط واصل هر دو نقطه درون یک چندضلعی محدب، درون آن واقع می­شود. (ب) مثلثی‏سازی یک چندضلعی محدب به راحتی صورت می­گیرد.

**چندضلعی یکنواخت**

یکنواخت بودن چندضلعی، نسبت به خط تعریف می­شود. یک چندضلعی ساده نسبت به خط L یکنواخت است[[26]](#footnote-26) اگر و تنها اگر هر خط عمود بر L سطح چندضلعی را حداکثر یک بار قطع کند. به عبارت دیگر یا خط L چندضلعی را قطع نکند و یا اشتراک آن با سطح چندضلعی یک خط پیوسته باشد.  
چنانچه بتوان خطی عمود بر L رسم کرد که سطح چندضلعی را دو بار و یا بیشتر قطع کند، آن چندضلعی نسبت به خط L یکنواخت نیست. اگر تعدادی چندضلعی نسبت به خط L یکنواخت باشند، آنها را چندضلعی­های یکپارچه یکنواخت نسبت به خط L می­نامند[[27]](#footnote-27).
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شکل 2-3) یک چندضلعی ساده که نسبت به محور Y یکنواخت است

در شکل 2-3 یک چندضلعی به نام P رسم شده است. این چندضلعی نسبت به خط A یکنواخت است زیرا هر خطی که عمود بر A رسم می­شود، یا چندضلعی را قطع نمی­کند (مانند خط A4) و یا فقط یک بار سطح چندضلعی را قطع می­کند (مانند خط­های A1، A2 و A3). به همین صورت، چندضلعی P نسبت به خط B نیز یکنواخت است. با وجود اینکه P نسبت به خط­های A و B یکنواخت است اما نسبت به خط C یکنواخت نیست، زیرا اشتراک خط C1 (که بر C عمود است) و چندضلعی P یک پاره خط پیوسته نیست بلکه از اشتراک این دو، سه پاره­خط به وجود آمده است (C1 سه بار سطح P را قطع کرده است).

یک چندضلعی که نسبت به یک خط موازی با محور Y یکنواخت باشد، چندضلعی یکنواخت قائم[[28]](#footnote-28) نامیده می­شود. یکی از ویژگی­های چندضلعی­های یکنواخت قائم این است که اگر راس­های چندضلعی از بالاترین راس به سمت پایین­ترین راس پیمایش شود (از سمت زنجیره راس­های چپ و یا راست) آنگاه جهت پیمایش همواره به سمت پایین و یا افقی است و هیچگاه به سمت بالا نیست. این موضوع در شکل 2-4 نشان داده شده است.

پایین‎ترین راس

Y

X

بالاترین راس

جهت پیمایش در زنجیره‎های راست و چپ، همواره به سمت پایین و یا افقی است.

زنجیره راس‌های سمت راست

زنجیره راس‌های سمت چپ

**P**

شکل 2-4) یک چندضلعی یکنواخت قائم

چندضلعی­های یکنواخت بر خلاف چندضلعی­های محدب، آزادتر هستند و می­توانند اشکال متنوع­تری را اختیار کنند. دلیل این موضوع این است که هر چندضلعی محدب، یک چندضلعی ساده است که نسبت به هر خط دلخواه (در صفحه) یکنواخت است[[29]](#footnote-29). یکنواخت بودن نسبت به تعداد بی­شماری خط باعث محدود شدن شکل چندضلعی­های یکنواخت به اشکال تقریبا حلقوی (دایره­ای) شکل می­شود.

### 2-1-2 انواع راس­ها در چندضلعی

راس­های یک چندضلعی با توجه به مقدار زاویه داخلی و همچنین موقعیت نسبی آنها، به پنج دسته تقسیم می­شوند. شناسایی این دسته­ها یکی از گام­های اولیه جهت تجزیه یک چندضلعی ساده است.

در شکل 2-5 یک چندضلعی ساده به نام P رسم شده است. به راسی از چندضلعی که بیشترین مقدار مؤلفه Y را داشته باشد، بالاترین راس چندضلعی گفته می­شود. اگر دو یا چند راس مقدار Y یکسان داشته باشند، راسی بالاتر در نظر گرفته می­شود که مقدار مؤلفه X آن کمتر باشد.
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شکل 2-5) انواع راس­های یک چندضلعی ساده

در چندضلعی P، راس شماره 1 بالاترین راس است. همچنین با وجود اینکه مؤلفه Y راس­های شماره 6 و 7 با هم برابر است، اما راس شماره 7 بالاتر از راس شماره 6 است زیرا مقدار مؤلفه X آن کمتر است. به راسی که کمترین مقدار مؤلفه Y را داشته باشد، پایین­ترین راس چندضلعی گفته می­شود.  
در چندضلعی P، راس شماره 9 پایین­ترین راس چندضلعی است. بالاترین و پایین­ترین راس­ چندضلعی توسط دو زنجیره از راس­ها به هم متصل می­شوند (زنجیره راس­های سمت چپ و راست).

یکی از ویژگی­های چندضلعی یکنواخت قائم این است که اگر راس­های چندضلعی از بالاترین راس به سمت پایین­ترین راس پیمایش شود، همواره جهت حرکت به سمت پایین یا افقی خواهد بود و هیچ­گاه جهت حرکت به سمت بالا تغییر نمی­کند. چندضلعی P یکنواخت قائم نیست، زیرا در راس­های شماره 2 و 19 جهت حرکت از پایین به بالا تغییر کرده است. راسی که در آن جهت حرکت از بالا به پایین و یا از پایین به بالا تغییر می­کند، راس چرخشی[[30]](#footnote-30) نامیده می­شود. در چندضلعی P، راس­های شماره 1، 2، 3، 6، 8، 9، 13، 14، 15، 16، 18 و 19 راس­­های چرخشی هستند.

راسی که چرخشی نباشد، راس معمولی[[31]](#footnote-31) نامیده می­شود. همواره یکی از راس­های مجاور یک راس معمولی در بالای آن و راس مجاور دوم نیز در پایین آن قرار می­گیرد. راس­های چرخشی به چهار دسته تقسیم می­شوند:

1. راس شروع[[32]](#footnote-32)  
   راسی که از دو راس مجاور خود بالاتر و زاویه داخلی آن کمتر از 180 درجه است، راس شروع نامیده می­شود. در چندضلعی P، راس­های شماره 1، 3، 13 و 18 راس­های شروع می­باشند.
2. راس پایان[[33]](#footnote-33)  
   راسی که از دو راس مجاور خود پایین­تر و زاویه داخلی آن کمتر از 180 درجه است، راس پایان نامیده می­شود. در چندضلعی P، راس­های شماره 6، 9 و 16 راس­های پایان می­باشند.
3. راس ادغام[[34]](#footnote-34)  
   راسی که از دو راس مجاور خود پایین­تر و زاویه داخلی آن بیشتر از 180 درجه است، راس ادغام نامیده می­شود. در چندضلعی P، راس­های شماره 2، 4 و 19 راس­های ادغام می­باشند.
4. راس تفکیک[[35]](#footnote-35)  
   راسی که از دو راس مجاور خود بالاتر و زاویه داخلی آن بیشتر از 180 درجه است، راس تفکیک نامیده می­شود. در چندضلعی P، راس­های شماره 8 و 15 راس­های تفکیک می­باشند.

علت نامگذاری راس­های تفکیک به این اسم، این است که این راس­ها ناحیه داخلی چندضلعی را به دو قسمت تفکیک می­کنند. برای درک بهتر موضوع، فرض کنید جریان آبی از سمت بالای چندضلعی P (شکل 2-5) به سمت پایین آن در حرکت است. جریان آب (فرضی) با نقطه چین و جهت حرکت آن با پیکان مشخص شده است. جریان آب در راس شماره 8 به دو قسمت تقسیم (تفکیک) می­شود.  
به همین صورت، علت نامگذاری راس­های ادغام این است که اینگونه راس­ها، دو ناحیه مجاور داخلی را با هم ادغام می­کنند. برای نشان دادن این موضوع، مجددا فرض کنید جریان آبی از راس­های شماره 1 و 3 تولید می­شود و به سمت پایین چندضلعی P در حرکت است. این دو جریان مختلف آب، در راس شماره 2 با هم ادغام می­شوند.

### 2-1-3 نمایش چندضلعی و زیر فضا در حافظه

برای پیاده­سازی الگوریتم‏های هندسه محاسباتی، در ابتدا باید اشکال هندسی را در قالب ساختمان­ داده­های[[36]](#footnote-36) مناسب و کارا، در حافظه نمایش داد. از آنجایی که موضوع این تحقیق در رابطه با تجزیه چندضلعی­ها است، لازم است ساختمان داده مناسبی برای ذخیره­سازی یک چندضلعی تجزیه شده در حافظه به کار برده شود.

در ساده­ترین حالت، برای ذخیره کردن یک چندضلعی در حافظه، می­توان مختصات راس­های چندضلعی را به ترتیب در یک آرایه یا لیست پیوندی[[37]](#footnote-37) ذخیره کرد. هر چند این روش برای نمایش یک چندضلعی ساده مناسب است، اما قادر به نمایش یک چندضلعی تجزیه شده (زیر فضا[[38]](#footnote-38)) نیست. در یک چندضلعی، هر راس به راس­های مجاور قبل و بعد از خود متصل است اما در یک چندضلعی تجزیه شده امکان دارد راسی با چندین قطر به راس­های غیر مجاور متصل شده باشد. شکل 2-6 یک چندضلعی تجزیه شده را نشان می­دهد.
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شکل 2-6) یک چندضلعی ساده که به چندضلعی­های یکنواخت قائم تجزیه شده است.

برای نمایش چندضلعی تجزیه شده لازم است هر راس شماره راس­هایی که با یک قطر به آنها متصل شده است را نگهداری کند. همچنین برای صرفه­جویی در مصرف حافظه، نیازی به ذخیره اتصال بین دو راس مجاور نیست. این ساختمان داده، تقریبا مشابه با ساختمان داده­ای است که برای ذخیره­سازی یک گراف به کار برده می­شود. شکل 2-7 نحوه ذخیره­سازی چندضلعی ترسیم شده در شکل 2-6 را نشان می­دهد. لیست راس­های همجوار قطری، راس­های همجوار با یک راس خاص را نشان می­دهد که از طریق یک قطر به یکدیگر متصل شده­اند. قبل از اینکه الگوریتم تجزیه چندضلعی اجرا شود، این لیست خالی است (هیچ قطری وجود ندارد). مختصات هندسی راس­های چندضلعی، به ترتیب شماره راس­، در ستون­های اول و دوم آرایه ذخیره می­شوند.
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شکل 2-7) نمایش چندضلعی شکل 2-6 در حافظه

چنانچه چندضلعی شامل حفره باشد، می­توان از لیست پیوندی و یا آرایه جهت ذخیره­سازی راس­های مربوط به حفره­های چندضلعی استفاده کرد. به منظور ذخیره زیر فضا در حافظه، ساختمان داده­های کامل­تری نیز وجود دارد اما برای تجزیه چندضلعی­ها، ساختمان داده­ای که تشریح شد کفایت می­کند.

### 2-1-4 تجزیه ذوزنقه­ای یک چندضلعی ساده

یک چندضلعی ساده به نام P را در نظر بگیرید. اگر از هر راس v متعلق به P، به جز راس­های شروع و پایان، یک پاره­خط افقی (فرضی) رسم شود و این پاره­خط تا جایی ادامه پیدا کند که ضلع یا اضلاعی از P را قطع کند، چندضلعی P به مجموعه­ای از ذوزنقه­ها و مثلث‏ها تجزیه خواهد شد. این نوع تجزیه چندضلعی، تجزیه ذوزنقه­ای[[39]](#footnote-39) نامیده می­شود[[40]](#footnote-40).

اگر پاره­خط­ها به صورت عمودی رسم شوند، نوع دیگری از تجزیه ذوزنقه­ای بدست می­آید.  
برای اینکه این دو نوع مختلف تجزیه از یکدیگر متمایز شوند، تجزیه­ای که با پاره­خط­های افقی انجام می­شود را تجزیه ذوزنقه­ای افقی و تجزیه­ای که با پاره­خط­های عمودی انجام می­شود را تجزیه ذوزنقه­ای عمودی می­نامیم. شکل 2-8 یک چندضلعی که به صورت افقی و عمودی تجزیه شده است را نشان می­دهد.
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شکل 2-8) تجزیه ذوزنقه­ای یک چندضلعی ساده. (الف) تجزیه ذوزنقه‌ای افقی  
(ب) تجزیه ذوزنقه‌ای عمودی

چندضلعی شکل 2-8 (الف) به صورت افقی تجزیه شده است. پاره­خط افقی که از راس­های ادغام و تفکیک رسم می­شود (راس های i و j) از هر دو سمت چپ و راست تا جایی ادامه پیدا می­کند که اضلاع چندضلعی را قطع کند. برای راس­های معمولی (راس­های m، n و p) پاره خط افقی در یک جهت و به سمت ضلع روبروی آن امتداد پیدا می­کند. از تقاطع پاره­خط­های (فرضی) افقی با اضلاع چندضلعی راس جدیدی بوجود نمی­آید بلکه آنچه دارای اهمیت است این است که بتوان مختصات چهار گوشه هر ذوزنقه حاصل از تجزیه را محاسبه کرد. ذوزنقه­هایی که یک راس ادغام روی قاعده بالایی آنها قرار گرفته است (ذوزنقه شماره 5) دقیقا دارای دو همسایه بالایی می­باشند (ذوزنقه­های شماره 3 و 4). به همین ترتیب ذوزنقه­هایی که یک راس تفکیک روی قاعده پایینی آنها قرار گرفته است (ذوزنقه شماره 6) دقیقا دارای دو همسایه پایینی می­باشند (ذوزنقه­های شماره 7 و 8).

تجزیه ذوزنقه­ای در سال 1984 توسط *چازل* و *اینسرپی*[[41]](#footnote-41) ابداع شد. آنها از این نوع تجزیه برای حل مسئله مثلثی‏سازی استفاده کردند [6]. تجزیه ذوزنقه­ای کاربردهای دیگری نیز دارد که از میان آنها می­توان به برنامه­ریزی حرکت ربات[[42]](#footnote-42) و مسئله موقعیت نقطه اشاره[[43]](#footnote-43) کرد [1]. تا کنون الگوریتم­های مختلفی برای تجزیه ذوزنقه­ای یک چندضلعی ارائه شده است. *سایدل*[[44]](#footnote-44) یک الگوریتم تصادفی افزایشی[[45]](#footnote-45) برای حل این مسئله ارائه کرده است. زمان اجرای مورد انتظار[[46]](#footnote-46) این الگوریتم از مرتبه O(n log\* n)  
و پیچیدگی مورد انتظار حافظه مصرفی[[47]](#footnote-47) آن از مرتبه O(n) است [7]. نماد log\* n به صورت بازگشتی تعریف می­شود. با فرض اینکه log(i) n = log(log(i-1) n) و همچنین log(0) n = n است، نماد  
 log\* n بزرگترین عدد صحیح مانند L را نشان می­دهد به طوری که log(L) n ≥ 1.

*سایدل* نیز از تجزیه ذوزنقه­ای برای مثلثی سازی یک چندضلعی استفاده کرد. برای انجام این کار ابتدا چندضلعی به صورت ذوزنقه­ای تجزیه می­شود و سپس به کمک این تجزیه در زمان خطی به صورت یکنواخت قائم تجزیه می­شود. در نهایت هر یک از چندضلعی­های یکنواخت قائم در زمان خطی  
مثلثی­سازی می­شوند. با توجه به اینکه تجزیه یکنواخت چندضلعی (گام دوم الگوریتم) و مثلثی­سازی چندضلعی­های یکنواخت حاصل از تجزیه (گام سوم الگوریتم) در زمان خطی انجام می­شود، چندضلعی در زمان O(n log\* n) مثلثی­ می­شود.

برای تجزیه ذوزنقه­ای یک چندضلعی الگوریتم­های دیگری نیز ارائه شده است. *لورنزتو* و *داتا* یک الگوریتم تقریبا خطی برای تجزیه چندضلعی ساده و یک الگوریتم از مرتبه O(n log n) برای تجزیه  
چندضلعی­های حفره­دار ارائه کردند [8]. *زالیک* و *کلاپورسی* نیز یک الگوریتم با زمان اجرای  
O(n2 log n) برای تجزیه ذوزنقه­ای یک چندضلعی حفره دار ارائه کرده­اند [9].

### 2-1-5 چندضلعی آشکار از یک نقطه

دو نقطه a و b درون یک چندضلعی به نام P مفروض است. می­گوییم نقاط a و b یکدیگر را می­بینند[[48]](#footnote-48) اگر و تنها اگر پاره­خط به طور کامل درون P واقع شود. به عبارت دیگر:

نقاط a و b یکدیگر را می­بینند

به مجموع تمام نقاط داخل چندضلعی P که از نقطه a آشکار است، چندضلعی آشکار از نقطه a گفته می­شود[[49]](#footnote-49). چندضلعی آشکار از یک نقطه، یک چندضلعی ساده است. برای محاسبه چندضلعی آشکار کافی است مختصات راس­های آن را بدست آورد. در شکل 2-9 یک چندضلعی ساده و یک چندضلعی حفره­دار رسم شده است. چندضلعی آشکار از یک نقطه دلخواه درون این چندضلعی با نقطه­چین مشخص شده است.

**(الف)**

**(الف)**

**(ب)**

a

a

شکل 2-9) چندضلعی آشکار از نقطه a در یک چندضلعی ساده (الف) و حفره دار (ب)

برای محاسبه چندضلعی آشکار الگوریتم­های متعددی ارائه شده است. برخی از این الگوریتم­ها چندضلعی آشکار را از یک نقطه محاسبه می­کند (مانند آنچه در اینجا بررسی شد) و برخی دیگر چندضلعی آشکار را از یک ضلع محاسبه می­کنند. *چندضلعی آشکار از یک ضلع*[[50]](#footnote-50) مجموع تمام نقاطی از چندضلعی است که از آن ضلع آشکار است. *گیندی*[[51]](#footnote-51) در سال 1981 یک الگوریتم خطی (بهینه) برای محاسبه چندضلعی آشکار از یک نقطه در یک چندضلعی ساده ارائه کرد [10].

دو سال بعد، *لی*[[52]](#footnote-52) نیز یک الگوریتم خطی دیگر برای محاسبه چندضلعی آشکار از یک نقطه (داخل و بیرون چندضلعی) ارائه کرد [11]. الگوریتم­های خطی دیگری نیز برای این مسئله ارائه شده است [27،26]. از میان الگوریتم­های مختلفی که برای محاسبه چندضلعی آشکار در چندضلعی­های حفره‌دار ارائه شده است می­توان به الگوریتم *آسانو*[[53]](#footnote-53) و الگوریتم *سوری*[[54]](#footnote-54) با زمان اجرای O(n log n) و الگوریتم بهینه *دهنی*[[55]](#footnote-55) با زمان اجرای O(n+h log h) اشاره کرد [14،13،12]. *زارعی* و *قدسی* نیز الگوریتمی برای نسخه بر مبنای پرس و جوی ­این مسئله[[56]](#footnote-56) ارائه کردند [15].

### 2-1-5 قضیه چندضلعی یکنواخت قائم

چندضلعی­های ساده­ای که راس ادغام یا تفکیک ندارند، یکنواخت قائم هستند. راس­های ادغام یا تفکیک در اکثر موارد باعث می­شوند که چندضلعی، یکنواخت قائم نباشد. این واقعیت را می­توان به طور شهودی از شکل 2-10 متوجه شد.
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شکل 2-10) یک چندضلعی ساده که یکنواخت قائم نیست.

راس شماره 2 یک راس ادغام است. به دلیل اینکه زاویه داخلی این راس بزرگتر از 180 درجه است و همچنین دو راس مجاور آن (راس­های شماره 1 و 3) بالای آن قرار گرفته­اند، یک فضای خالی بالای آن شکل گرفته است. این ناحیه که در شکل با نقطه­چین مشخص شده است، باعث می­شود چندضلعی یکنواخت قائم نباشد. به طور مشابه، راس­های تفکیک نیز دارای چنین ویژگی می­باشند. راس شماره 8 یک راس تفکیک است. به دلیل اینکه زاویه داخلی آن بزرگتر از 180 درجه است و دو راس مجاور آن (راس­های شماره 7 و 9) در زیر آن قرار گرفته­اند، یک فضای خالی در زیر این راس شکل گرفته است. این ناحیه باعث می­شود چندضلعی، یکنواخت قائم نباشد. برای اینکه یک چندضلعی ساده، یکنواخت قائم باشد، کافی است که هیچ راس ادغام یا تفکیکی نداشته باشد. این ادعا در قضیه 1-1 ثابت شده است.

**قضیه 1-1: قضیه چندضلعی یکنواخت قائم**  
اگر یک چندضلعی ساده، راس ادغام یا تفکیکی نداشته باشد آنگاه آن چندضلعی، یکنواخت قائم است.

**اثبات[[57]](#footnote-57)**:  
این قضیه را می­توان با روش اثبات معکوس ثابت کرد. فرض کنید چندضلعی P یکنواخت قائم نیست. باید ثابت کرد که P دارای راس ادغام یا تفکیک است.

از آنجایی که P یکنواخت قائم نیست، لذا خط افقی مانند L وجود دارد که اشتراک آن با P، بیش از یک پاره­خط را ایجاد می­کند. مطابق شکل 2-11 (الف)، دو پاره­خط اول را a و b نامگذاری می­کنیم (ممکن است از پاره­خط­های بیشتری نیز ایجاد شده باشد). همچنین نقاط انتهایی پاره­خط A را m و n نامگذاری می­کنیم.
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شکل 2-11) دو حالت امکان­پذیر در قضیه چندضلعی یکنواخت قائم

با شروع از راس n، اضلاع چندضلعی P را به نحوی پیمایش می­کنیم که ناحیه داخلی آن در سمت چپ ما واقع شود (یعنی از راس n به سمت بالا حرکت می­کنیم). در نقطه­ای مانند r، خط L دوباره P را قطع می­کند. اگر r≠m باشد (شکل 2-11 الف) آنگاه بالاترین راسی که در پیمایش از n به r ملاقات شده است، یک راس تفکیک است (بنا به تعریف راس تفکیک) و در نتیجه قضیه ثابت می­شود.

اگر r=m باشد (شکل 2-11 ب) از راس n شروع به پیمایش اضلاع می­کنیم، ولی این بار در جهت مخالف (یعنی از راس n به سمت پایین حرکت می­کنیم). در نقطه­ای مانند r’، خط L دوباره P را قطع می­کند. امکان اینکه r’=m باشد وجود ندارد زیرا در اینصورت خط L چندضلعی P را دقیقا در دو ناحیه قطع خواهد کرد و این یک تناقض است (از آنجایی که P یکنواخت قائم نیست، خط L ممکن است P را چندین بار قطع کند و نه فقط دو بار). بنابراین r’≠m است و پایین­ترین راسی که در پیمایش از n به r’ ملاقات می­شود یک راس ادغام خواهد بود (بنا به تعریف راس ادغام) و در نتیجه قضیه ثابت می­شود.

قضیه 2-1 شرایط کافی برای یکنواخت قائم بودن یک چندضلعی ساده را بیان می­کند اما باید توجه داشت که این قضیه الزاما در جهت عکس برقرار نیست. اگر یک چندضلعی ساده، یکنواخت قائم باشد، نمی­توان نتیجه گرفت که این چندضلعی راس تفکیک یا ادغام ندارد.

چندضلعی رسم شده در شکل 2-12 یک مثال (نقض) است که این ادعا را ثابت می­کند. این چندضلعی یکنواخت قائم است زیرا اگر راس­های چندضلعی از بالاترین راس (راس شماره 1) به سمت پایین­ترین راس (راس شماره 3) پیمایش شود (خواه از زنجیره راس­های سمت چپ یا سمت راست) جهت حرکت همواره رو به پایین یا افقی است. با این حال، راس شماره 6 یک راس ادغام است.
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شکل 2-12) یک مثال برای نشان دادن اینکه قضیه 1-1 در جهت عکس برقرار نیست.

## 2-2 الگوریتم لی و پریپاراتا

قضیه 2-1 بیان می­کند برای اینکه یک چندضلعی یکنواخت قائم باشد، کافی است راس ادغام یا تفکیک نداشته باشد. برای تجزیه یک چندضلعی ساده به چندضلعی­های یکنواخت قائم، کافی است از راس­های ادغام و تفکیک قطرهایی به راس­های مناسب (که باید آنها را یافت) اضافه شود. بعد از این فرآیند چندضلعی­های حاصل از تجزیه بدون راس ادغام یا تفکیک خواهند. باید توجه داشت که قطرهایی که به چندضلعی اضافه می­شوند، یکدیگر را قطع نکنند زیرا در اینصورت تجزیه معتبر نیست.

لی و پریپاراتا[[58]](#footnote-58) یک الگوریتم با زمان اجرای O(n log n) برای حل مسئله تجزیه یک چندضلعی ساده به چندضلعی­های قائم ارائه کردند [3]. این الگوریتم کرانی را روی تعداد چندضلعی­های تولید شده قرار نمی­دهد (تعداد چندضلعی­های تولید شده الزاما کمینه نیست). در این الگوریتم هر راس ادغام توسط یک قطر به راسی که در پایین­ آن قرار گرفته است متصل می­شود. همچنین هر راس تفکیک توسط یک قطر به راسی که در بالای آن قرار گرفته است متصل می­شود.

بعد از انجام این کار، راس­های ادغام و یا تفکیک چندضلعی اولیه به راس­های معمولی تبدیل می­شوند. شکل 2-13 مراحل تجزیه یک چندضلعی ساده که با این الگوریتم تجزیه شده است را نشان می­دهد.
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شکل 2-13) مراحل تجزیه یک چندضلعی ساده توسط الگوریتم *لی* و *پریپاراتا*

شکل 2-13 (الف) یک چندضلعی ساده را نمایش می­دهد. راس شماره 2 این چندضلعی یک راس ادغام است و بنابراین باید توسط یک قطر به راسی که در پایین آن قرار دارد متصل شود. باید توجه داشت که این قطر، قطرهای دیگر را قطع نکند و همچنین از چندضلعی خارج نشود. راس­های شماره 5، 6، 7 و 8 گزینه­های مناسبی هستند. در اینجا، راس شماره 5 انتخاب شده است. بعد از اینکه راس­های شماره 2 و 5 با یک قطر به هم متصل شدند، چندضلعی اولیه به دو چندضلعی P1 و P2 تجزیه می­شود.  
راس شماره 2 (که در چندضلعی اولیه یک راس ادغام است) در چندضلعی­های P1 و P2 یک راس معمولی است. راس شماره 7 یک راس تفکیک است و باید توسط یک قطر به راس مناسبی که در بالای آن قرار گرفته متصل شود. راس­های شماره 1، 2، 5 و 9 گزینه­های مناسبی هستند. در اینجا راس شماره 5 انتخاب شده است. با اضافه کردن قطر دوم، چندضلعی اولیه به سه چندضلعی P1، P2 و P3 تجزیه می­شود که هیچکدام راس ادغام یا تفکیک ندارند. بنابراین با توجه به قضیه 1-1 این چندضلعی­ها یکنواخت قائم هستند.

برای اضافه کردن قطر به راس­های ادغام و تفکیک، از روش جاروب صفحه[[59]](#footnote-59) استفاده می­شود.  
فرض کنید که v1، v2، ... ، vn راس­های یک چندضلعی ساده به نام P باشد که به صورت پاد ساعتگرد نامگذاری شده است. همچنین فرض کنید 1e، 2e، ... ، en مجموعه اضلاع این چندضلعی باشد به طوری که برای ≤i<n1، و . در روش جاروب صفحه، یک خط جاروب[[60]](#footnote-60) فرضی به نام L صفحه را از بالا به سمت پایین پویش[[61]](#footnote-61) می­کند. خط جاروب در نقاط خاصی متوقف می­شود.  
به این نقاط، نقاط پردازشی[[62]](#footnote-62) گفته می­شود. به طور خاص برای این مسئله، خط جاروب روی راس­های چندضلعی P متوقف می­شود. در ضمن فرآیند پویش صفحه، نقاط پردازشی جدیدی ساخته نمی­شود. نقاط پردازشی در یک صف اولویت[[63]](#footnote-63) به نام Q ذخیره می­شوند. اولویت نقاط داخل صف با توجه به مقدار مولفه Y آنها مشخص می­شود. هر نقطه­ای که مقدار مولفه Y آن بزرگتر باشد اولویت بیشتری دارد.  
اگر دو راس مختلف دارای مولفه Y یکسان باشند، راسی اولویت بیشتری دارد که مقدار مولفه X آن کمتر است. با استفاده از این روش می­توان راس پردازشی بعدی را در O(log n) یافت زیرا هزینه حذف یک عنصر از صف اولویت، از مرتبه O(log n) است. هدف از به کار بردن صف اولویت این است که راس­های چندضلعی با توجه به مقدار مولفه Y آنها، از بالا به پایین ملاقات شوند. به جای استفاده از صف اولویت، می­توان راس­های چندضلعی را با توجه به مقدار مولفه Y آنها، در زمان O(n log n) مرتب کرد و سپس در زمان O(1) راس ها را یکی پس از دیگری پردازش کرد.

هدف از پویش چندضلعی، اضافه کردن قطر از راس­های ادغام به راس­هایی است که در پایین آنها واقع شده­اند (و همچنین اضافه کردن قطر از راس­های تفکیک به راس­هایی که در بالای آنها واقع شده­اند). فرض شود خط جاروب به یک راس تفکیک مانند vi می­رسد. یک سوال مهم این است که راس vi به چه راسی متصل شود؟ یک گزینه مناسب، راسی است که نزدیک vi قرار دارد زیرا احتمالا می­توان این دو راس را به یکدیگر متصل نمود بدون اینکه ضلعی از چندضلعی P و یا قطر دیگری از چندضلعی قطع شود. فرض شود ej ضلعی است که (بلافاصله) در سمت چپ راس vi قرار دارد  
(خط جاروب ضلع ej را قطع می­کند). این وضعیت در شکل 2-14 نمایش داده شده است.  
همواره می­توان راس vi را به پایین­ترین راسی که بین ضلع­های ei و ek قرار گرفته و بالاتر از vi است متصل نمود. اگر چنین راسی وجود نداشته باشد، می­توان vi را به راس بالایی ضلع ej و یا ek متصل کرد. چنین راسی را نقطه کمکی ej می­نامیم و آن را با helper(ej) نشان می­دهیم. نقطه کمکی ej پایین­ترین راسی است که بالای خط جاروب قرار دارد به طوری که پاره­خط افقی که این راس را به ضلع ej متصل می­کند تماما درون چندضلعی P واقع می­شود. باید توجه داشت که نقطه کمکی ej می­تواند راس بالایی ej باشد.
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شکل 2-14) پردازش یک راس تفکیک در الگوریتم *لی*

با استفاده از روشی که تشریح شد، می­توان راس­های تفکیک را از بین برد (آنها را به راس معمولی تبدیل کرد). در نگاه اول، از بین بردن راس­های ادغام کاری سخت­تر به نظر می­رسد زیرا این راس­ها باید به راس­هایی که در پایین آنها قرار گرفته­اند متصل شوند اما خط جاروب هنوز به آنها نرسیده است (هنوز پویش نشده­اند). فرض کنید خط پویش به راس ادغامی مانند vi می­رسد. همچنین فرض کنید ej و ek اضلاعی باشند که در سمت چپ و راست vi واقع شده­اند. این وضعیت در شکل 2-15 نمایش داده شده است.

ej

vi

L

vm

ek

وقتی خط جاروب به راس vm برسد، این قطر اضافه می‌شود.

شکل 2-15) پردازش یک راس ادغام

ملاحظه می­شود که وقتی خط جاروب به این راس می­رسد، این راس تبدیل به راس کمکی جدیدی برای ضلع ej می­شود. هدف این است که راس vi به بالاترین راسی که در زیر خط جاروب و بین ضلع­های ej و ek قرار دارد متصل شود. این هدف دقیقا عکس هدفی است که برای راس­های تفکیک وجود دارد. علت این است که راس­های تفکیک همان راس­های ادغام هستند که وارونه شده­اند. اگر یک چندضلعی 180 درجه دوران داده شود، راس­های تفکیک به راس ادغام و راس­های ادغام به راس تفکیک تبدیل می­شوند. باید توجه داشت که وقتی خط جاروب به راس vi می­رسد، بالاترین راسی که زیر خط جاروب قرار دارد هنوز شناخته شده نیست اما بعدا می­توان این راس را یافت. وقتی خط جاروب به راسی مانند vm می­رسد و این راس جایگزین راس vi (به عنوان راس کمکی ضلع ej) می­شود، راس مورد نظر را یافته­ایم. بنابراین هرگاه راس کمکی یک ضلع جایگزین می­شود، این موضوع بررسی می­شود که آیا راس قدیمی یک راس ادغام بوده است و یا خیر. اگر این چنین باشد، راس کمکی قدیمی با یک قطر به راس کمکی جدید متصل می­شود. وقتی راس کمکی جدید یک راس تفکیک است، این قطر همواره به چندضلعی اضافه می­شود (برای از بین بردن راس تفکیک). اگر راس قدیمی یک راس ادغام باشد، با یک قطر به طور همزمان یک راس ادغام و یک راس تفکیک از بین می­رود. این احتمال وجود دارد که با پایین آمدن خط جاروب، نقطه کمکی ضلع ej با راس دیگری جایگزین نشود. در این حالت راس vi به راس پایینی ضلع ej متصل می­شود.

برای اجرای این الگوریتم، می­بایست ضلع سمت راست هر راس شناسایی شود. ضلع­هایی از P که خط جاروب را قطع می­کنند در برگ­های یک درخت دودویی[[64]](#footnote-64) به نام T ذخیره می­شوند.  
اضلاع چندضلعی P از سمت چپ به راست در برگ های T ذخیره می­شوند. از آنجایی که تنها نیاز به ضلع­های سمت چپ راس­های ادغام و تفکیک وجود دارد، فقط ضلع­هایی از P در درخت T نگهداری می­شود که ناحیه داخلی چندضلعی P در سمت راست آنها واقع شده باشد. به همراه هر ضلع، راس کمکی آن نیز نگهداری می­شود. درخت T و راس­های کمکی که به همراه اضلاع چندضلعی در T ذخیره شده­اند، وضعیت فعلی اجرای الگوریتم را نشان می­دهد. با پایین آمدن خط جاروب، این وضعیت تغییر می­کند. اضلاع مختلفی خط جاروب را در هنگام پایین آمدن قطع می­کنند و راس کمکی یک یال ممکن است تغییر کند.

در ادامه، پیاده­سازی این الگوریتم با استفاده از شش رویه[[65]](#footnote-65) ملاحظه می­شود[[66]](#footnote-66). رویه اصلی این الگوریتم MakeMonotone نام دارد که یک چندضلعی ساده را به عنوان ورودی دریافت می­کند. پنج رویه دیگر راس­های شروع، پایان، ادغام، تفکیک و معمولی را پردازش می­کنند. رویه MakeMonotone راس­های چندضلعی را یکی پس از دیگری ملاقات می­کند و با توجه به نوع آن راس، رویه مربوط به آن را فراخوانی می­کند.

**Algorithm** **Make-Monotone**(P)

**Input**: A simple polygon P stored in a doubly-connected edge list D.

**Output**: A partitioning of P into monotone subpolygons, stored in D.

1. Construct a priority queue Q on the vertices of P, using their y-coordinates as priority. If two points have the same y-coordinate, the one with smaller  
x-coordinate has higher priority.

2. Initialize an empty binary search tree T.

3. **while** Q is not empty

4. **do** Remove the vertex vi with the highest priority from Q

5. Call the appropriate procedure to handle the vertex, depending on its type.

الگوریتم 2-1) الگوریتم تجزیه چندضلعی با الگوریتم لی و پریپاراتا

**HandleStartVertex**(vi)

1. Insert ei in T and set helper(ei) to vi.

ادامه الگوریتم 2-1) پردازش راس­های شروع

**HandleEndVertex**(vi)

1. **if** helper(ei-1) is a merge vertex **then**

2. Insert the diagonal connecting vi to helper (ei-1)

3. Delete ei-1 from T

ادامه الگوریتم 2-1) پردازش راس­های پایان

**HandleSplitVertex**(vi)

1. Search in T to find the edge ej directly left of vi.

2. Insert the diagonal connecting vi to helper (ej) in D.

3. helper(ej) ← vi

4. Insert ei in T and set helper(ei) to vi.

ادامه الگوریتم 2-1) پردازش راس­های تفکیک

**HandleMergeVertex**(vi)

1. **if** helper(ej-1) is a merge vertex

2. **then** Insert the diagonal connectiong vi to helper(ei-1) in D

3. Delete ei-1 from T.

4. Search in T to find the edge ej directly left of vi.

5. **if** helper(ej) is a merge vertex

6. **then** Insert the diagonal connecting vi to helper(ej) in D.

7. helper(ej) ← vi

ادامه الگوریتم 2-1) پردازش راس­های ادغام

**HandleRegularVertex**(vi)

1. **if** the interior of P lies to the right of vi

2. **then if** helper(ej-1) is a merge vertex

3. **then** Insert the diagonal connecting vi to helper(ei-1) in D.

4. Delete ei-1 from T.

5. Insert ei in T and set helper(ei) to vi.

6. **else** Search in T to find the edge ej directly left of vi.

7. **if** helper(ej) is a merge vertex

8. **then** Insert the diagonal connecting vi to helper(ej) in D.

9. helper(ej) ← vi

ادامه الگوریتم 2-1) پردازش راس­های معمولی

## 2-3 الگوریتم لیو و نتافوس

الگوریتم لی و پریپاراتا کرانی روی تعداد چندضلعی­های حاصل از تجزیه قرار نمی­دهد. در مواردی مطلوب است عمل تجزیه به صورت کمینه انجام شود [16]. لیو و نتافوس یک الگوریتم از مرتبه  
O(nN3 + N2n log n + N5) برای تجزیه کمینه یک چندضلعی ساده به چندضلعی­های یکنواخت ارائه کرده­اند [5]. آنها برای تجزیه کمینه یک چندضلعی ساده از مسئله «مجموعه مستقل بیشینه» کمک گرفتند. این مسئله در حوزه مسائل نظریه گراف است و تا کنون الگوریتم‏های متعددی برای حل آن ارائه شده است. لیو و نتافوس نیز در کنار الگوریتم پیشنهادی خود برای تجزیه کمینه چندضلعی، یک الگوریتم برای حل این مسئله ارائه کردند.

**مجموعه مستقل بیشینه یک گراف مدور**

یکی از گام­های اساسی الگوریتم لیو و نتافوس برای تجزیه کمینه چندضلعی، یافتن یک مجموعه مستقل بیشینه یک گراف مدور[[67]](#footnote-67) است. یک مجموعه مستقل[[68]](#footnote-68) در یک گراف بدون جهت، زیرمجموعه­ای از راس­های آن است به طوری که هیچ دو راسی (از این مجموعه) توسط یک یال به هم متصل نشده باشد. به بزرگترین مجموعه مستقل یک گراف، مجموعه مستقل بیشینه[[69]](#footnote-69) گفته می­شود. مجموعه مستقل بیشینه یک گراف الزاما یکتا نیست.
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**S1** = {1, 4}  
**S2** = {1, 3, 6}

**S3** = {1, 4, 5}

**S4** = {4, 5}

شکل 2-16) یک گراف و چهار مجموعه مستقل آن

شکل 2-16 یک گراف و چهار مجموعه مستقل آن را نشان می­دهد. مجموعه­های S2 و S3 دو زیرمجموعه مستقل بیشینه این گراف هستند. این گراف مجموعه­های مستقل دیگری نیز دارد. مسئله یافتن مجموعه مستقل بیشینه یک گراف بدون جهت، یک مسئله NP-سخت [[70]](#footnote-70) است [24]. با این حال الگوریتم­های با پیچیدگی زمانی چندجمله­ای برای یافتن مجموعه مستقل بیشینه یک گراف مدور وجود دارد [23،22،21،20،19،18،17،5].

گراف تقاطع[[71]](#footnote-71) قطرهای یک دایره مفروض به نام C، گراف مدور[[72]](#footnote-72) متناظر با دایره C نامیده می­شود.  
بر خلاف تعریف رایج قطر، نیازی نیست که قطرها حتما از مرکز دایره بگذرند. گراف مدور متناظر با دایره مفروض C به این صورت تشکیل می­شود؛ به ازای هر قطر دایره C یک راس در گراف مدور در نظر گرفته می­شود. اگر دو قطر در دایره C یکدیگر را قطع کنند، دو راس متناظر با آن (در گراف مدور) با یک یال به هم متصل می­شوند. باید توجه داشت که هر گرافی، گراف مدور نیست [24]. تا به حال الگوریتم‏های متعددی برای یافتن مجموعه مستقل بیشینه یک گراف مدور ارائه شده است [15،14،13،12،11،10،9،4]. *لیو* و *نتافوس* در کنار الگوریتم پیشنهادی خود برای تجزیه کمینه چندضلعی، یک الگوریتم از مرتبه O(n3) برای یافتن یک مجموعه مستقل بیشینه یک گراف مدور با n راس ارائه کردند [4].

**الگوریتم لیو و نتافوس برای تجزیه کمینه یک چندضلعی**

*لیو* و *نتافوس* برای تجزیه کمینه یک چندضلعی ساده از اصولی تقریبا مشابه با اصول الگوریتم ارائه شده توسط *لی* و *پریپاراتا* استفاده کردند. آنها برای تجزیه یک چندضلعی پیشنهاد دادند که راس­های ادغام توسط قطرهایی به راس­هایی که پایین­تر از آنها قرار دارند و قابل دید[[73]](#footnote-73) است متصل شود. همچنین برای از بین بردن راس­های تفکیک پیشنهاد دادند که این راس­ها توسط قطرهایی به راس­هایی که بالاتر از آنها قرار دارد و قابل دید است متصل شود. از آنجایی که با اضافه شدن هر قطر به چندضلعی تعداد چندضلعی­های حاصل از فرآیند تجزیه یک واحد افزایش پیدا می­کند، یک تجزیه کمینه زمانی حاصل می­شود که کمترین تعداد قطرها به چندضلعی اضافه شود. با توجه به اینکه باید به ازای هر راس ادغام یا تفکیک یک قطر اضافه شود (تا آن راس به یک راس معمولی تبدیل شود)، *لیو* و *نتافوس* پیشنهاد دادند تا جایی که امکان دارد، با هر قطر یک راس ادغام و یک راس تفکیک به یکدیگر متصل شود.

با استفاده از این روش، با هر قطر دو راس چرخشی[[74]](#footnote-74) از بین می­رود. البته باید توجه داشت که راس ادغام می­بایست بالاتر از راس تفکیک واقع شده باشد. با محاسبه مجموعه بیشینه قطرهایی که یک راس ادغام و یک راس تفکیک را به هم متصل می­کنند، می­توان یک چندضلعی ساده را به صورت کمینه تجزیه کرد. الگوریتم *لیو* و *نتافوس* در چهار گام اجرا می­شود:

**گام اول:** همه راس­های ادغام و تفکیک چندضلعی یافته می­شود. به ازای هر راس ادغام یا تفکیک یک راس روی محیط دایره­ای به نام C قرار می­گیرد. راس­ها به همان ترتیبی روی محیط C قرار می­گیرند که در چندضلعی قرار گرفته­اند (ترتیب راس­ها حفظ می­شود).

**گام دوم:** در چندضلعی، همه زوج راس­هایی که شامل یک راس ادغام و یک راس تفکیک می­باشند و می­توان آن­ها را با قطر به یکدیگر متصل کرد (یکدیگر را می­بینند[[75]](#footnote-75)) یافته می­شود. به ازای هر یک از این زوج راس­ها، راس­های متناظر با آنها در دایره C با یک قطر به یکدیگر متصل می­شوند.

**گام سوم:** مجموعه مستقل بیشینه گراف مدور متناظر با دایره C یافته می­شود. هر راس از این مجموعه یک قطر را نشان می­دهد. به ازای هر راس از این مجموعه قطر متناظر با آن راس به چندضلعی P اضافه می­شود.

**گام چهارم:** راس­های ادغام و تفکیکی که توسط هیچ قطری به راس­های دیگر متصل نشده­اند، با استفاده از الگوریتم لی و پریپاراتا به راس مناسب متصل می­شوند [25].

**تحلیل پیچیدگی زمانی**

اجرای گام اول مستلزم پیمایش راس­های چندضلعی P است. زمان اجرای این کار از مرتبه O(n) است.  
در گام دوم، یک الگوریتم از مرتبه O(n) برای یافتن چندضلعی آشکار[[76]](#footnote-76) از یک راس بکار برده می­شود. چندضلعی آشکار از یک نقطه مانند x، مجموعه نقاطی از چندضلعی P است که از x آشکار است.  
در این گام O(N) چندضلعی آشکار محاسبه می­شود. با پیمایش هر کدام از این چندضلعی­های آشکار زوج راس­های ادغام و تفکیکی که می­توان آنها را با یک قطر به هم متصل کرد، یافته می­شود.  
بنابراین زمان اجرای این گام از مرتبه O(nN) است. زمان اجرای گام سوم از مرتبه O(N3) است [5]. گام چهارم در زمان O(n log n) توسط الگوریتم تجزیه یکنواخت *لی* و *پریپاراتا* اجرا می­شود [25]. بنابراین این الگوریتم یک چندضلعی ساده را در زمان O(n log n + nN + N3) به صورت کمینه به چندضلعی­های یکنواخت قائم تجزیه می­کند.

با وجود اینکه این تجزیه نسبت به محور Y کمینه است اما این امکان وجود دارد که در مقایسه با بقیه خطوط کمینه نباشد. به عبارت دیگر امکان دارد خطی مانند W وجود داشته باشد که تجزیه کمینه یکنواخت نسبت به W منجر به تولید چندضلعی­های کمتری در مقایسه با تجزیه کمینه یکنواخت نسبت به محور Y شود. برای یافتن خطی که تجزیه کمینه یکنواخت نسبت به آن، کمترین تعداد چندضلعی را به نسبت بقیه خطوط تولید می­کند، نیاز به اجرای الگوریتم فوق به ازای O(N2) خط است [5]. بنابراین الگوریتم *لیو* و *نتافوس* یک چندضلعی ساده را در زمان O(nN2 log n + nN3 + N5) به صورت کمینه (نسبت به هر خطی) به چندضلعی­های یکنواخت تجزیه می­کند.

## 2-4 الگوریتم مثلثی‏سازی سایدل

مثلثی­سازی یک چندضلعی یکی از مهمترین و پرکاربردترین مسائل در حوزه هندسه محاسباتی است.  
طی چندین دهه الگوریتم­های متعددی برای حل این مسئله ارائه شده است. تا به حال الگوریتم­های غیر خطی زیادی برای حل این مسئله ارائه شده است. برای سال­های متمادی، این پرسش که آیا یک الگوریتم از مرتبه O(n) برای مثلثی‏سازی یک چندضلعی ساده با n راس وجود دارد یا خیر بدون پاسخ باقی مانده بود. در نهایت در سال 1991 *چازل* یک الگوریتم خطی (کاملا پیچیده) برای حل این مسئله ارائه کرد [26]. پیچیدگی پیاده­سازی این الگوریتم باعث شده است که در عمل از الگوریتم­های تقریبا خطی استفاده شود[[77]](#footnote-77). بعد از ارائه این الگوریتم توسط *چازل*، تلاش برای یافتن الگوریتم­های ساده­تر متوقف نشد. در سال 1994 *سایدل*[[78]](#footnote-78) یک الگوریتم تصادفی افزایشی[[79]](#footnote-79) برای مثلثی‏سازی یک چندضلعی ارائه کرد [7]. این الگوریتم در سه گام اجرا می­شود:

**گام اول:** ابتدا چندضلعی به صورت ذوزنقه­ای تجزیه می­شود. برای این منظور سایدل یک الگوریتم تصادفی افزایشی با پیچیدگی زمانی مورد انتظار O(n log\* n) و میزان حافظه مصرفی مورد انتظار O(n) ارائه کرد (n تعداد راس­های چندضلعی است). نماد log\* n به صورت بازگشتی تعریف می­شود. با فرض اینکه log(i) n = log(log(i-1) n) و همچنین log(0) n = n است، نماد log\* n بزرگترین عدد صحیح مانند L را نشان می­دهد به طوری که log(L) n ≥ 1 .

**گام دوم:** چندضلعی با کمک تجزیه ذوزنقه­ای به صورت یکنواخت قائم تجزیه می­شود. این کار در زمان O(n) انجام می­شود.

**گام سوم:** هر کدام از چندضلعی­های یکنواخت قائم حاصل از تجزیه، در زمان O(n) مثلثی­سازی  
می­شوند. برای مثلثی‏سازی یک چندضلعی یکنواخت قائم در زمان خطی، الگوریتم­های بسیار ساده­ای وجود دارد [1] و نیازی به استفاده از یک الگوریتم خطی پیچیده مانند الگوریتم *چازل* نیست.

زمان اجرای مورد انتظار این الگوریتم از مرتبه O(n log\*n) و میزان حافظه مصرفی مورد انتظار آن از مرتبه O(n) است. با توجه به اینکه در گام دوم الگوریتم چندضلعی به صورت یکنواخت قائم تجزیه می­شود، می­توان از الگوریتم سایدل برای تجزیه یکنواخت یک چندضلعی استفاده کرد (گام سوم اجرا نمی­شود). با توجه به اینکه log\*n به مراتب کوچکتر از log n است، در حالت کلی انتظار داریم که الگوریتم سایدل سریع­تر از الگوریتم لی و پریپاراتا عمل کند. الگوریتم سایدل نیز مانند الگوریتم لی و پریپاراتا هیچ کرانی را روی تعداد چندضلعی­های یکنواخت حاصل از تجزیه قرار نمی­دهد.

### 2-4-1 استفاده از الگوریتم سایدل برای تجزیه یکنواخت یک چندضلعی

همانطور که بیان شد، می­توان از الگوریتم مثلثی­سازی سایدل برای تجزیه یکنواخت یک چندضلعی استفاده کرد. به دلیل اینکه جزئیات گام اول این الگوریتم خارج از حوزه این تحقیق است، به آنها نمی­پردازیم. بنابراین فرض می­کنیم که چندضلعی به صورت ذوزنقه­ای تجزیه شده است.  
در شکل 2-17 (الف) یک چندضلعی که به صورت افقی (تجزیه) ذوزنقه­ای شده است ملاحظه می­شود.  
این چندضلعی به 9 ذوزنقه تجزیه شده است.

**(الف)**

**(ب)**

**(ج)**

شکل 2-17) مراحل تجزیه یکنواخت یک چندضلعی ساده با استفاده از الگوریتم سایدل

در گام دوم الگوریتم سایدل، به ازای هر ذوزنقه بررسی می­شود آیا دو راسی که روی قاعده بالایی و پایینی ذوزنقه قرار گرفته­اند با یک ضلع (از اضلاع چندضلعی) به یکدیگر متصل شده­اند یا خیر. اگر این دو راس با یک ضلع به یکدیگر متصل نباشند، توسط یک قطر به یکدیگر متصل می­شوند. اگر این دو راس توسط یک ضلع به یکدیگر متصل شده­ باشند، عملی روی ذوزنقه صورت نمی­گیرد و ذوزنقه بعدی بررسی می­شود. قطرهایی که به این صورت به چندضلعی اضافه می­شوند، آن را به مجموعه­ای از چندضلعی­های یکنواخت قائم تجزیه می­کنند. چندضلعی تجزیه شده نهایی در شکل 2-17 (ج) ملاحظه می­شود.

## 2-4 جمع­بندی و نتیجه­گیری

در این فصل چندین الگوریتم برای تجزیه یک چندضلعی به مجموعه­ای از چندضلعی­های یکنواخت مورد بررسی قرار گرفت. معمولا برای مقایسه کارآیی و کیفیت خروجی این الگوریتم­ها از چهار شاخص استفاده می­شود. این شاخص­ها عبارتند از:

1. پیچیدگی زمان و فضای الگوریتم
2. تعداد چندضلعی­های حاصل از تجزیه
3. ایجاد و یا عدم ایجاد نقاط کمکی[[80]](#footnote-80)
4. توانایی تجزیه چندضلعی­های حفره‌دار

شاخص اول برای ارزیابی کارآیی هر الگوریتمی مورد بررسی قرار می­گیرد. در بسیاری از کاربردهای هندسه محاسباتی مانند گرافیک برداری[[81]](#footnote-81) و چندضلعی­های مورد استفاده در سامانه­های اطلاعات جغرافیایی[[82]](#footnote-82) تعداد راس­های چندضلعی و یا تعداد کل چندضلعی­ها به چندین هزار می­رسد [8]. پردازش این چندضلعی­ها در یک زمان قابل قبول، مخصوصا در کاربردهای بلادرنگ[[83]](#footnote-83) مانند بازی­های رایانه­ای که هر صحنه باید به سرعت ارائه[[84]](#footnote-84) و به کاربر نمایش داده شود، می­تواند چالش برانگیز باشد.

تعداد چندضلعی­های حاصل از تجزیه، یکی دیگر از معیارهای بررسی این دسته از الگوریتم­ها است.  
در کاربردهایی مانند بینایی ماشین[[85]](#footnote-85) و نویسه ­خوانی نوری[[86]](#footnote-86) مطلوب­تر این است که تعداد چندضلعی­های حاصل از تجزیه، کمینه و یا تقریبا کمینه باشد.

به هر اندازه که تعداد چندضلعی­های حاصل از تجزیه کمتر شود، تعداد راس­های هر چندضلعی افزایش پیدا کرده و چندضلعی­های بزرگتری حاصل می­شود. از نظر بصری[[87]](#footnote-87) چندضلعی­های بزرگتر نتایج بهتری را فراهم می­کنند. البته در برخی از کاربردهای تجزیه چندضلعی مانند مثلثی‏سازی، تعداد چندضلعی­های یکنواخت حاصل از تجزیه تاثیری روی کیفیت نهایی نتایج و یا زمان اجرای الگوریتم ندارد.

شاخص دیگری که برای مقایسه این الگوریتم­ها وجود دارد این است که آیا بعد از تجزیه یک چندضلعی تعداد راس­های آن افزایش پیدا می­کند یا خیر. به این راس­های اضافی که بعد از تجزیه چندضلعی پدید می­آیند، نقاط کمکی گفته می­شود. این گونه الگوریتم­ها از این نقاط برای تجزیه چندضلعی کمک می­گیرند. هرچه تعداد این نقاط بیشتر باشد، پردازش­های بعدی که می­بایست روی چندضلعی تجزیه شده انجام شود با سرعت کمتری اجرا می­شوند. استفاده نکردن از نقاط کمکی یک مزیت برای الگوریتم تجزیه محسوب می­شود.

شاخص دیگر برای مقایسه الگوریتم­های تجزیه، امکان اجرای الگوریتم روی چندضلعی­های حفره­دار است. برخی از الگوریتم­ها مانند الگوریتم *لی* فقط روی چندضلعی­های ساده قابل اجرا هستند. اینکه یک الگوریتم قادر باشد چندضلعی­های حفره‌دار را نیز تجزیه کند، یک مزیت محسوب می­شود زیرا در عمل با چنین چندضلعی­هایی مواجه می­شویم.

در جدول شماره 2-1 الگوریتم­های شناخته شده­ای که برخی از آنها در این فصل مورد مطالعه قرار گرفت، با استفاده از چهار شاخصی که بیان شد با یکدیگر مقایسه شده­اند. در این جدول، n تعداد راس­های چندضلعی، h تعداد حفره­های چندضلعی و N تعداد راس­هایی که زاویه داخلی آنها بیشتر از 180 درجه است را نشان می­دهد.

جدول 2-1) برخی از الگوریتم­های شناخته شده برای تجزیه یکنواخت یک چندضلعی

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| طراح الگوریتم | پیچیدگی زمان اجرا و حافظه | تجزیه کمینه | استفاده از نقاط کمکی | توانایی تجزیه چندضلعی­­ حفره‌دار |
| *لی و پریپاراتا* [1] | T(n) ∈ O(n log n)  S(n) ∈ O(n) | خیر | خیر | خیر |
| *لیو* و *نتافوس* [5] | T(n) ∈ O(nN3 + N2n log n + N5)  S(n) ∈ O(n2) | بله | خیر | خیر |
| *لیو* و *نتافوس* [5] | T(n) ∈ O(n N3 log n + N5)  S(n) ∈ O(n2) | بله | بله | خیر |
| *سایدل* [7] | ERT[[88]](#footnote-88) ∈ O(n log\* n)  EMU[[89]](#footnote-89) ∈ O(n) | خیر | خیر | بله[[90]](#footnote-90) |
| *وی* [27] | T(n) ∈ O(K(n log n + h log3 h))  S(n) ∈ O(n) | بله | بله | بله |
| *کیل* [4] | T(n) ∈ O(n4N) | بله[[91]](#footnote-91) | خیر | خیر |

زمان اجرای الگوریتم *لی* برای بعضی از کاربردهای عملی قابل قبول است اما این الگوریتم هیچ تلاشی برای کمینه کردن تعداد چندضلعی­های حاصل از تجزیه انجام نمی­دهد. همچنین این الگوریتم قادر به تجزیه چندضلعی­های حفره­دار نیست. از طرف دیگر، الگوریتم *لیو* و *نتافوس* عمل تجزیه را به صورت کمینه انجام می­دهد اما زمان اجرای آن مطلوب نیست. با توجه اینکه در بدترین حالت N از مرتبه O(n) می­باشد[[92]](#footnote-92)، زمان اجرای بدترین حالت این الگوریتم از مرتبه O(n5) است.

از نظر زمان اجرا، الگوریتم سایدل یک الگوریتم کارا برای تجزیه یکنواخت یک چندضلعی است. زمان اجرای مورد انتظار O(n log\* n) یک زمان اجرای تقریبا خطی محسوب می­شود. با وجود اینکه این الگوریتم زمان اجرای مطلوبی دارد اما چندضلعی­ها را به تعداد زیادی چندضلعی یکنواخت تجزیه می­کند. این الگوریتم نه تنها تلاشی برای کنترل تعداد چندضلعی­های حاصل از تجزیه نمی­کند بلکه در اکثر موارد قطرهایی به چندضلعی اضافه می­کند که نیازی به آنها نیست. البته با توجه به اینکه این الگوریتم اساسا برای مثلثی‏سازی یک چندضلعی ارائه شده است، این رفتار الگوریتم تاثیری روی زمان اجرا و یا کیفیت مثلثی‏سازی ندارد (یک چندضلعی ساده با n راس به هر صورت که مثلثی‏سازی شود در نهایت به n-2 مثلث تجزیه می­شود). از مقایسه این الگوریتم­ها با یکدیگر می­توان به این نتیجه رسید که رابطه معکوسی بین زمان اجرا و تجزیه مطلوب­تر (کمینه بودن تجزیه، استفاده نکردن از نقاط کمکی و توانایی تجزیه چندضلعی­های حفره‌دار) وجود دارد. در سال 1983 کیل ثابت کرد که مسئله تجزیه کمینه یک چندضلعی حفره‌دار به چندضلعی­های یکنواخت، بدون استفاده از نقاط کمکی، یک مسئله NP-سخت است [4].

# 

# فصل 3 ارائه یک الگوریتم حریصانه جهت تجزیه یکنواخت چندضلعی

در این فصل یک الگوریتم حریصانه[[93]](#footnote-93) جهت تجزیه یکنواخت یک چندضلعی ­حفره­دار، بدون استفاده از نقاط کمکی، ارائه می­شود. این الگوریتم الزاما تجزیه را به صورت کمینه انجام نمی­دهد اما دو هدف اصلی دارد. هدف اول این است که تا جایی که امکان دارد فرآیند تجزیه به سرعت انجام شود. هدف دوم کاهش تعداد چندضلعی­های حاصل از فرآیند تجزیه است. در بخش 3-1 ابتدا ایده اصلی این الگوریتم در قالب یک الگوریتم اولیه مطرح می­شود، سپس در بخش 3-2 زمان اجرای الگوریتم اولیه با استفاده از روش­هایی بهبود داده­ می­شود. در بخش 3-3 نیز کارآیی الگوریتم جدید با الگوریتم *لی* و الگوریتم *سایدل* مقایسه می­شود.

## 3-1 الگوریتم اولیه

در این بخش یک الگوریتم مقدماتی که به صورت حریصانه یک چندضلعی ساده را به چندضلعی­های یکنواخت تجزیه می­کند ارائه می­شود. این الگوریتم از مفهوم «چندضلعی آشکار» برای تجزیه چندضلعی استفاده می­کند. بعد از تشریح نحوه عملکرد الگوریتم، پیچیدگی فضا و زمان آن تحلیل می­شود.

### 3-1-2 الگوریتم اولیه

قضیه چندضلعی یکنواخت قائم بیان می­کند برای اینکه یک چندضلعی ساده یکنواخت قائم باشد، نباید راس­های ادغام یا تفکیک داشته باشد. هدف تمام الگوریتم­هایی که برای تجزیه یکنواخت چندضلعی­ها ارائه شده است این است که با اضافه کردن قطرهایی به چندضلعی، این راس­ها را از بین ببرند.

الگوریتمی که در اینجا ارائه می­کنیم از این اصل کلی مستثنی نیست. این الگوریتم برای یافتن قطرها از چندضلعی آشکار استفاده می­کند. همچنین برای کاهش تعداد چندضلعی­های حاصل از تجزیه  
 سعی می­شود تا جایی که امکان دارد (به صورت حریصانه) راس­های ادغام و تفکیک به یکدیگر متصل شوند. برای اینکه قطرهایی که یک انتهای آن به راس ادغام و انتهای دیگر آن به راس تفکیک متصل است از بقیه قطرها متمایز شود، تمامی قطرها را در سه دسته طبقه­بندی می­کنیم:

**قطر ویژه**: قطری که یک انتهای آن به راس ادغام و انتهای دیگر آن به راس تفکیک متصل است.

**قطر معمولی**: قطری که تنها یک انتهای آن به راس تفکیک و یا ادغام متصل است.

**قطر غیر مفید**: قطری که هر دو انتهای آن به راس­هایی متصل است که نه ادغام هستند و نه تفکیک.

استفاده از قطرهای ویژه نسبت به قطرهای معمولی ارجحیت دارد زیرا این قطرها یک راس ادغام و یک راس تفکیک را به طور همزمان از بین می­برند. هرچه از تعداد قطر ویژه بیشتری استفاده شود  
تعداد چندضلعی­های حاصل از تجزیه کمتر می­شود. الگوریتمی که در اینجا ارائه می­کنیم، به صورت حریصانه سعی می­کند تا جایی که امکان دارد راس­های ادغام و تفکیک را با استفاده از قطرهای ویژه به هم متصل کند. بر خلاف الگوریتم لیو و نتافوس که قبل از استفاده از قطرهای ویژه، ابتدا  
«مجموعه بیشینه قطرهای ویژه» را محاسبه می­کند، الگوریتمی که ارائه می­دهیم به دو دلیل این مجموعه را محاسبه نمی­کند. دلیل اول برای محاسبه نکردن این مجموعه، کاهش زمان اجرای الگوریتم است. دلیل دوم این است که در موارد بسیاری، انتخاب حریصانه قطرها منجر به جواب تقریبا بهینه و یا حتی بهینه می­شود. در کاربردهایی که الزاما به تجزیه کمینه نیاز ندارند و تجزیه تقریبا کمینه نیز نیازهای مسئله را برآورده می­کند، انتخاب قطرهای ویژه به صورت حریصانه، در اغلب اوقات منجر به جواب­های مطلوبی می­شود.

این الگوریتم با شروع از راس­های ادغام سعی می­کند هر راس ادغام را به یک راس تفکیک متصل کند. اگر راس تفکیکی یافت نشود، راس ادغام به یک راس معمولی متصل می­شود. بعد از بین بردن همه راس­های ادغام، راس­های تفکیکی که قطری به آنها متصل نشده است توسط یک قطر معمولی به نزدیکترین راس آشکار که بالای آنها واقع شده است متصل می­شوند. شبه­کد این روش در الگوریتم  
3-1 ملاحظه می­شود. در این الگوریتم از برخی توابع (کمکی) استفاده شده است که عبارتند از:

VIS(P, a): مجموعه راس­های چندضلعی آشکار از نقطه a (درون چندضلعی P) را محاسبه می­کند.

V(P): مجموعه راس­های چندضلعی P را بر می­گرداند.

Y(a): مقدار مولفه Y راس a را بر می­گرداند.

**Algorithm** ElementryMonotoneDecomposition

**Input**: A simple polygon *P* with *n* vertices

**Output**: A set of diagonals that decompose *P* into Y-monotone polygons

Step 1: Find all split and merge vertices of *P* and put merge vertices in array *m* and split vertices in array *s.*

Step 2: // *Process merge vertices*

2.1 **for** each vertex *v* in *m* **do**

2.2 **if** there exist a split vertex *z* in VIS (*P*, *v*) ∩ V(*P*) such that Y(*z*)< Y(*v*)**then**

Add a diagonal from v to nearest *z*

**else**

Add a diagonal from *v* to nearest vertex in VIS (*P*, *v*) ∩ V (*P*)

Step 3: // *Process split vertices*

3.1 **for** each vertex *v* in *s* **do**

3.2 **if** *v* is not an endpoint of a diagonal **then**

3.3 Add a diagonal from *v* to nearest vertex in VIS (*P*, *v*) ∩ V(*P*)

**End**.

الگوریتم 3-1) الگوریتم حریصانه اولیه

**تحلیل پیچیدگی زمانی الگوریتم 3-1**

زمان اجرای گام اول از مرتبه O(n) است. با یک بار پیمایش راس­های چندضلعی می­توان زاویه داخلی هر راس را محاسبه کرد. با استفاده از زاویه داخلی هر راس و مختصات راس­های مجاور آن می­توان نوع هر راس را مشخص کرد (راس ادغام، تفکیک، شروع، پایان و یا معمولی). زمان اجرای گام دوم به تعداد راس­های ادغام بستگی دارد. فرض کنید تعداد راس­های ادغام چندضلعی P برابر با Nm است.

در گام 2-2 یک چندضلعی آشکار محاسبه می­شود. محاسبه هر چندضلعی آشکار به زمان O(n) نیاز دارد. یافتن یک راس تفکیک در میان راس­های چندضلعی آشکار محاسبه شده در گام 2-2 به زمان O(n) نیاز دارد. بنابراین زمان اجرای گام دوم برابر است با:

(3-1) t2(n, Nm) = Nm (O(n) + O(n)) ∈ O(n×Nm)

در گام سوم به ازای هر راس تفکیک بررسی می­شود که آیا این راس توسط یک قطر به راس ادغامی متصل شده است و یا خیر. اگر متصل نشده باشد، راس تفکیک به نزدیکترین راس آشکاری که بالای آن قرار دارد متصل می­شود (چنین راسی حتما وجود دارد). در عمل گام سوم سریع­تر از گام دوم اجرا می­شود به این دلیل که برخی از راس­های تفکیک نیازی به پردازش ندارند (زیرا در گام دوم با یک قطر به راس­های ادغام متصل شده­اند). فرض کنید تعداد راس­های تفکیک چندضلعی P برابر Ns باشد. بنابراین زمان اجرای بدترین حالت گام سوم برابر است با:

(3-2) t3(n, Ns) = Ns × O(n) ∈ O(n×Ns)

در نتیجه زمان اجرای الگوریتم 3-1 برابر مقدار زیر است:

(3-3) t(n, Nm, Ns) = O(n) + O(n×Nm) + O(n×Ns) ∈ O(n) + O(n (Nm+Ns))

اگر مجموع تعداد راس­های تفکیک و ادغام با N نمایش داده شود، در اینصورت:

(3-4) t(n) ∈ O(n) + O(n×N) ∈ O(n + n×N)

## 3-2 بهبود الگوریتم اولیه

زمان اجرای الگوریتم 3-1 از مرتبه O(n+nN) است. بخش عمده­ای از زمان اجرای این الگوریتم صرف محاسبه چندضلعی­های آشکار می­شود. در بدترین حالت به ازای هر راس ادغام یا تفکیک، یک چندضلعی آشکار محاسبه می­شود. در این بخش الگوریتم بهبود یافته­ای بر مبنای الگوریتم 3-1 ارائه می­شود که بدون نیاز به محاسبه چندضلعی آشکار، عمل تجزیه را انجام می­دهد. این الگوریتم همانند الگوریتم *سایدل*، از تجزیه ذوزنقه­ای برای انجام تجزیه یکنواخت استفاده می­کند اما تعداد چندضلعی­های کمتری تولید می­کند.

### 3-2-1 حذف راس­های ادغام و تفکیک به کمک تجزیه ذوزنقه­ای

در اینجا به ارائه روشی پرداخته می­شود که با استفاده از تجزیه ذوزنقه­ای یک چندضلعی، سعی می­کند یک راس ادغام و یک راس تفکیک را به یکدیگر متصل کند. برای تشریح بهتر عملکرد این روش، مراحل اجرای آن روی یک چندضلعی ساده را دنبال می­کنیم. در شکل 3-1 یک چندضلعی که به صورت ذوزنقه­ای تجزیه شده است ملاحظه می­شود. این چندضلعی به 10 ذوزنقه تجزیه شده است (مثلث‏ها نیز ذوزنقه­هایی فرض شده­اند که طول یکی از قاعده­های آنها صفر است).
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شکل 3-1) یک چندضلعی ساده که به صورت ذوزنقه­ای تجزیه شده است.

ذوزنقه­هایی که زیر یک راس ­ادغام قرار می­گیرند (مانند ذوزنقه c) دارای دو همسایه بالایی هستند (ذوزنقه­های a و b). به همین صورت ذوزنقه­هایی که بالای یک راس تفکیک قرار گرفته­اند (مانند  
ذوزنقه f) دارای دو همسایه پایینی هستند (ذوزنقه­های g و h). فرض کنید تجزیه ذوزنقه­ای به گونه­ای انجام شده است که به ازای هر ذوزنقه، گره­ای[[94]](#footnote-94) در حافظه وجود دارد که حاوی اطلاعات زیر است:

1. مختصات هندسی چهار راس ذوزنقه

2. اشاره­گرهایی به ذوزنقه­های بالایی و پایینی

مجموعه این گره­ها یک درخت بدون ریشه را تشکیل می­دهند. با استفاده از این اطلاعات می­توان با شروع از یک ذوزنقه (گره) دلخواه، مجموعه ذوزنقه­ها را به سمت بالا و یا پایین پیمایش کرد.  
همچنین فرض­ شود برای هر راس ادغام اشاره­گری وجود دارد که به ذوزنقه­ای که در زیر آن راس قرار دارد اشاره می­کند و به همین ترتیب، برای هر راس تفکیک اشاره­گری وجود دارد که به ذوزنقه­ای که در بالای آن راس قرار گرفته است اشاره می­کند.

می­توان از این ساختمان داده برای اضافه کردن یک قطر ویژه به چندضلعی کمک گرفت. برای مثال فرض کنید به دنبال راس تفکیکی هستیم که بتوان آن را با استفاده از یک قطر به راس ادغام شماره 1 متصل کرد. برای انجام این کار می­توان با شروع از ذوزنقه زیر این راس، یعنی ذوزنقه c، مجموعه ذوزنقه­ها را به سمت پایین پیمایش کرد. در هنگام پیمایش ذوزنقه­ها، هرگاه با راس تفکیکی (مجاور با قاعده پایینی یک ذوزنقه) مواجه شویم که می­توان آن را به راس شماره 1 متصل کرد، این کار را انجام داده و پیمایش را متوقف می­کنیم. در هنگام پیمایش ذوزنقه­ها به سمت پایین، باید ملاحظاتی را در نظر داشته باشیم. باید به این نکته توجه داشت که ممکن است فقط بخشی از قاعده پایینی ذوزنقه­ای که ملاقات می­کنیم، از راس ادغام آشکار[[95]](#footnote-95) باشد. در هنگام ملاقات هر ذوزنقه، بخشی از قاعده پایینی آن که از راس ادغام، آشکار[[96]](#footnote-96) است محاسبه می­شود. شکل 3-2 ناحیه آشکار از راس شماره 1روی قاعده پایینی ذوزنقه­های c، d، e و f را نشان می­دهد.
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شکل 3-2) ناحیه آشکار از راس شماره 1روی قاعده پایینی ذوزنقه‌های c، d، e و f

چنانچه هنگام پیمایش ذوزنقه­ها به سمت پایین، با ذوزنقه­ای مواجه شویم که زیر آن یک راس تفکیک قرار دارد، مانند ذوزنقه­های f و g، ابتدا این موضوع بررسی می­شود که آیا راس تفکیک در بازه قابل دید از راس ادغام قرار گرفته است و یا خیر. اگر این راس در این بازه قرار گرفته باشد، با استفاده از یک قطر راس ادغام و تفکیک به یکدیگر متصل می­شوند و فرآیند خاتمه می­یابد. اگر راس تفکیک در این بازه قرار نداشته باشد، مانند ذوزنقه f، جستجو به سمت پایین ادامه پیدا می­کند. باید به این موضوع توجه داشت که در این شرایط ذوزنقه­ای که در حال ملاقات آن هستیم دارای دو همسایه پایینی سمت چپ و سمت راست است. در این حالت ذوزنقه بعدی که باید ملاقات شود، ذوزنقه­ای است که بازه قابل دید ذوزنقه فعلی بالای آن قرار گرفته است. بازه قابل دید برای هر ذوزنقه در O(1) و به صورت افزایشی[[97]](#footnote-97) قابل محاسبه است به این معنا که با داشتن بازه قابل دید برای یک ذوزنقه، می­توان بازه قابل دید برای ذوزنقه بعدی را محاسبه کرد. هرگاه طول بازه قابل دید روی ذوزنقه­ای که در حال ملاقات آن هستیم به صفر برسد، جستجو برای راس تفکیک متوقف می­شود.

پیمایش چندضلعی­ها به سمت پایین به منظور یافتن یک راس تفکیک، در بدترین حالت از مرتبه O(n) است زیرا تعداد ذوزنقه­های تولید شده از فرآیند تجزیه ذوزنقه­ای از مرتبه O(n) است [1].  
نتایج پیاده­سازی نشان می­دهد که در عمل تعداد ذوزنقه­هایی که پیمایش می­شوند از n بسیار کوچکتر است زیرا یا بعد از پیمایش چند ذوزنقه، طول بازه قابل دید از راس ادغام به صفر می­رسد و یا پیمایش ذوزنقه­ها به پایان می­رسد.

دلیل اصلی استفاده از این روش، قابلیت محدود کردن عمق جستجو است. برای کنترل زمان اجرای الگوریتم، می­توان حداکثر مقداری را برای تعداد ذوزنقه­هایی که پیمایش می­شوند در نظر گرفت.  
این مقدار را با K نمایش می­دهیم و آن را حداکثر عمق جستجو می­نامیم. اگر بعد از پیمایش K ذوزنقه راس تفکیکی یافت نشود، عملیات جستجو خاتمه پیدا می­کند و راس ادغام در زمان O(1) به یک راس معمولی متصل می­شود. زمان اجرای کل این عملیات از مرتبه O(K) است. در حالت کلی وقتی مقدار K یک عدد ثابت در نظر گرفته می­شود، زمان عملیات جستجو برای یک راس تفکیک از مرتبه O(1) است. شکل ظاهری چندضلعی در تعیین مقدار K اهمیت دارد. برای نشان دادن این موضوع در شکل 3-3 دو چندضلعی با تعداد راس­های برابر که به صورت ذوزنقه­ای تجزیه شده­اند رسم شده است.  
در چندضلعی (الف) مقدار K باید حداقل برابر 10 باشد اما برای چندضلعی (ب) مقدار 3=K کفایت می­کند.
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شکل 3-3) دو چندضلعی ساده با 15 راس

در الگوریتم 3-2، رویه HandleMergeVertex یک راس ادغام را به عنوان پارامتر دریافت می­کند و سعی می­کند آن را به یک راس تفکیک متصل کند. اگر راس تفکیکی پیدا نشود (با توجه به مقدار K) راس ادغام به یک راس معمولی که در پایین آن قرار گرفته است متصل می­شود. با فرض اینکه چندضلعی از قبل ذوزنقه­ای­ شده است، هزینه کلی الگوریتم از مرتبه O(K) است.

**HandleMergeVertex** (v)

**Input**: a split vertex v

1. Found ← **false**, i ← 0

2. t ← AdjacentTrapezoid(v)

3. **while** ((**not** Found) **and** (i < K) **and** (t ≠ **null**))

4. VisiblePortion ← ComputeVisiblePortion(t)

5. **if** (Length(VisiblePortion) == 0)

6. **exit** **while**

7. **if** (t has only 1 lower adjacent trapezoid)

8. t ← GetLowerTrapezoid(t)

9. **else if** (t has 2 lower adjacent trapezoids)

10. SplitVertex ← GetSplitVertex(t)

11. **if** (VisiblePortion.X1 ≤ SplitVertex.X ≤ VisiblePortion.X2)

12. Found ← **true**

13. AddDiagonal (v, SplitVertex)

14. **else if** (VisiblePortion.X1 < SplitVertex.X)

15. t ← BottomLeftTrapezoid(t)

16. **else**

17. t ← BottomRightTrapezoid(t)

18. i ← i + 1

19. **if** (**not** Found)

20. AddDiagonal(v, BottomVertex(AdjacentTrapezoid(v)))

21. **end**.

الگوریتم 3-2) اتصال یک راس ادغام به یک راس تفکیک

قطری که توسط رویه HandleMergeVertex به چندضلعی اضافه می­شود، تمامی ذوزنقه­هایی که در مسیر آن واقع شده است را به دو قسمت تقسیم می­کند. شکل 3-4 یک چندضلعی را قبل و بعد از اجرای رویه HandleMergeVertex نشان می­دهد.
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![](data:image/png;base64,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)

شکل 3-4) قبل و بعد از اضافه شدن یک قطر به چندضلعی

برای اتصال یک راس تفکیک به یک راس ادغام می­توان مشابه با الگوریتم 3-2 عمل کرد. تنها تفاوت موجود این است که می­بایست زنجیره ذوزنقه­ها به سمت بالا پیمایش شود و بازه آشکار روی قاعده بالایی هر ذوزنقه محاسبه شود.

در الگوریتم بهبود یافته، رویه HandleMergeVertex به ازای هر راس ادغام فراخوانی می­شود.  
بعد از پردازش همه راس­های ادغام، راس­های تفکیک پردازش می­شوند. برای از بین بردن راس­های تفکیک، نیازی به پیمایش ذوزنقه­ها به سمت بالا نیست زیرا در چندضلعی راس ادغامی وجود ندارد (راس­های ادغام قبلا از بین رفته­اند). بنابراین کافی است راس­های تفکیک را به نزدیک­ترین راسی که بالای آنها واقع شده است متصل کرد. همواره می­توان هر راس تفکیک را به یکی از راس­های قاعده بالایی (راس سمت چپ و یا سمت راست) ذوزنقه مجاور آن متصل کرد. این کار در O(1) انجام می­گیرد.

برای انجام این کار فرض می­کنیم رویه­ای به نام HandleSplitVertex داریم که در زمان O(1) یک راس تفکیک را به یک راس معمولی که بالای آن واقع شده است متصل می­کند.

### 3-2-2 الگوریتم بهبود یافته

با استفاده از روشی که برای حذف راس­های ادغام و تفکیک ارائه شد، می­توان یک چندضلعی ساده و یا حفره­دار را به صورت یکنواخت تجزیه کرد. برای انجام این کار ابتدا باید چندضلعی به صورت ذوزنقه­ای تجزیه شود. الگوریتم­های کارآیی برای تجزیه ذوزنقه­ای یک چندضلعی ساده و یا حفره­دار وجود دارد [9،8،7]. چنانچه از الگوریتم­هایی که چندضلعی­های حفره­دار را به صورت ذوزنقه­ای تجزیه می­کنند استفاده شود، قادر به تجزیه یکنواخت یک چندضلعی حفره­دار خواهیم بود. الگوریتمی که در ادامه ارائه می­کنیم نسبت به الگوریتم 3-1 دارای دو مزیت است:

1. کنترل زمان اجرا

با تعیین حداکثر عمق جستجو (K) می­توان زمان اجرای الگوریتم را کنترل کرد. هر چه مقدار K به n میل کند، نتایج بهتری حاصل می­شود (تعداد چندضلعی­های کمتری تولید می­شود) اما زمان اجرای رویه­ HandleMergeVertex نیز به O(n) میل خواهد کرد. هرچه مقدار K کمتر شود، این رویه­ سریعتر اجرا می­شود اما احتمال یافتن یک قطر ویژه نیز کمتر می­شود. مقدار K با توجه به شرایط و کاربردهای مسئله انتخاب می­شود. نتایج پیاده­سازی الگوریتم پیشنهادی نشان می­دهد که معمولا در عمل نیازی به استفاده از مقادیر بزرگ برای حداکثر عمق جستجو نیست و معمولا مقادیر 20 و یا 30 کفایت می­کند.

2. قابلیت تجزیه چندضلعی­های حفره­دار

الگوریتم 3-1 تنها قادر به تجزیه چندضلعی­های ساده است. الگوریتمی که در اینجا معرفی می­شود توانایی تجزیه چندضلعی­های حفره­دار را نیز دارد. برای انجام این کار، کافی است از الگوریتمی برای تجزیه ذوزنقه­ای استفاده شود که قابلیت تجزیه چندضلعی­های حفره­دار را نیز داشته باشد.

**Algorithm** GreedyMonotonDecomposition

**Input**: a polygon *P* with *n* vertices (with or without holes)

**Output**: a set of diagonals that decompose *P* into Y-monotone polygons

Step 1. Compute horizontal trapezoidal Decomposition of *P*

Step 2. Find all split vertices of *P* and put them in array *S*.

Step 3. Find all merge vertices of *P* and put them in array *M*.

Step 4. **for** each merge vertex *v* in array *M* **do**

**call** HandleMergeVertex(*v*)

Step 5. **for** each split vertex *v* in array *S* **do**

**if** *v* is not an endpoint of a diagonal **then**

**call** HandleSplitVertex(*v*)

الگوریتم 3-3) تجزیه یکنواخت یک چندضلعی حفره دار

در گام اول چندضلعی به صورت ذوزنقه­ای تجزیه می­شود. زمان لازم برای اجرای این گام را با O(T) نمایش می­دهیم. گام دوم و سوم هر کدام در مدت زمان O(n) اجرا می­شوند. مدت زمان اجرای رویه­ HandleMergeVertex در بدترین حالت از مرتبه O(K) است. اگر تعداد راس­های ادغام برابر Nm و تعداد راس­های تفکیک چندضلعی برابر Ns باشد، زمان اجرای گام چهارم از مرتبه O(K×Nm) و گام پنجم از مرتبه O (Ns) خواهد بود. بنابراین زمان کل اجرای الگوریتم 3-3 از رابطه زیر بدست می­آید:

(3-5) t(n, Nm, Ns) ∈ O(T) + O(n) + O(K×Nm) + O(Ns)

با توجه به اینکه Ns ∈ O(n) و همچنین تجزیه ذوزنقه­ای یک چندضلعی با n راس از مرتبه Ω(n) است، رابطه فوق را می­توان به صورت زیر بازنویسی کرد:

(3-6) t(n, Nm) ∈ O(T) + O(K×Nm)

اگر K یک مقدار ثابت در نظر گرفته شود (مستقل از مقدار n) آنگاه:

(3-7) t(n, Nm) ∈ O(T) + O(Nm) t(n, Nm) ∈ O(T)

بنابراین اگر K یک مقدار ثابت باشد، هزینه کلی الگوریتم برابر با هزینه تجزیه ذوزنقه­ای چندضلعی P است. در بخش بعد نشان می­دهیم که در عمل با مقادیر ثابت و نسبتا کوچک K می­توان به نتایج مطلوبی دست یافت. اگر مقدار K متناسب با مقدار n انتخاب شود، یعنی K∈O(n) باشد، آنگاه هزینه کلی الگوریتم 3-3 از مرتبه زیر است:

(3-9) t(n, Nm) ∈ O(T) + O(n×Nm)

## 3-3 پیاده­سازی و مقایسه عملی با الگوریتم­های موجود

برای پیاده­سازی الگوریتم ارائه شده، ابتدا باید از الگوریتم مناسبی جهت تجزیه ذوزنقه­ای چندضلعی استفاده کرد. برای این منظور از نسخه اولیه[[98]](#footnote-98) الگوریتم تصادفی افزایشی سایدل استفاده کرده­ایم [7]. زمان اجرای مورد انتظار این الگوریتم از مرتبه O(n log n) است. در بخش قبل ثابت کردیم که زمان اجرای الگوریتم حریصانه برای حالتی که حداکثر عمق جستجو ثابت است، برابر با زمان مورد نیاز برای تجزیه ذوزنقه­ای چندضلعی است. با توجه به اینکه در انجام آزمایش­ها حداکثر عمق جستجو را مقداری ثابت در نظر گرفته­ایم، بنابراین زمان اجرای الگوریتم پیاده­سازی شده از مرتبه O(n log n) است.  
نتایج پیاده­سازی نشان می­دهد که در عمل نیازی به استفاده از مقادیر بزرگ به عنوان حداکثر عمق جستجو نیست (حتی برای چندضلعی­هایی که بیش از 1000 راس دارند با 10K= نتایج مطلوبی حاصل شده است).

در جدول 3-1 نتایج حاصل از مقایسه الگوریتم پیشنهادی با الگوریتم سایدل و الگوریتم *لی* درج شده است. برای مقایسه این الگوریتم­ها با یکدیگر از یک پایگاه داده حاوی 1600 چندضلعی ساده که به صورت تصادفی تولید شده­اند استفاده شده است[[99]](#footnote-99). تعداد راس­های چندضلعی­های تولید شده در ستون اول جدول 3-1 ملاحظه می­شود. به ازای هر مقدار مانند v که در این ستون درج شده است، یک مجموعه با 100 چندضلعی ساده که هر کدام از آنها v راس دارد تولید شده است. ستون­های دوم تا ششم، میانگین تعداد قطرهایی که هر الگوریتم برای تجزیه این مجموعه از چندضلعی­ها بکار برده است را نشان می­دهد (مجموع تعداد قطرهای بکار رفته برای تجزیه 100 چندضلعی، تقسیم بر عدد 100).

با توجه به اینکه عملکرد الگوریتم حریصانه با افزایش حداکثر عمق جستجو (K) بهبود می­یابد، چهار نسخه از این الگوریتم با مقادیر مختلف K را مورد مقایسه و ارزیابی قرار داده­ایم.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **میانگین تعداد قطر الگوریتم پیشنهادی** | | | | **میانگین تعداد قطر الگوریتم لی** | **میانگین تعداد قطر الگوریتم**  **سایدل** | **تعداد راس های چندضلعی (**n**)** |
| K=30 | K=20 | K=10 | K=5 |
| 1.23 | 1.23 | 1.23 | 1.23 | 1.36 | 4.13 | 10 |
| 15.90 | 15.90 | 15.93 | 16.25 | 18.73 | 51.4 | 100 |
| 31.43 | 31.43 | 31.48 | 31.94 | 37.02 | 103.91 | 200 |
| 47.65 | 47.66 | 47.73 | 48.68 | 56.69 | 156.44 | 300 |
| 63.72 | 63.72 | 63.87 | 64.90 | 75.57 | 209.72 | 400 |
| 80.35 | 80.35 | 80.44 | 81.79 | 94.83 | 262.88 | 500 |
| 95.33 | 95.34 | 95.54 | 97.38 | 113.45 | 316.60 | 600 |
| 110.68 | 110.68 | 110.89 | 112.81 | 131.44 | 367.11 | 700 |
| 126.88 | 126.88 | 127.06 | 129.74 | 151.52 | 422.09 | 800 |
| 143.04 | 143.04 | 143.34 | 146.17 | 170.18 | 473.63 | 900 |
| 158.43 | 158.43 | 158.74 | 162.14 | 189.07 | 527.80 | 1000 |
| 173.53 | 173.58 | 173.98 | 177.55 | 207.19 | 576.71 | 1100 |
| 190.89 | 190.90 | 191.37 | 195.07 | 227.14 | 631.74 | 1200 |
| 207.34 | 207.34 | 207.83 | 212.49 | 247.21 | 680.12 | 1300 |
| 221.06 | 221.07 | 221.48 | 226.66 | 263.67 | 736.12 | 1400 |
| 237.15 | 237.15 | 237.56 | 242.20 | 282.87 | 786.32 | 1500 |

جدول 3-1) مقایسه الگوریتم پیشنهادی با الگوریتم *سایدل* و الگوریتم *لی*

برای مقایسه آسان­تر این سه الگوریتم، داده­های جدول 3-1 در نمودار 3-1 ترسیم شده است. همانطور که از این نمودار ملاحظه می­شود، الگوریتم پیشنهادی به نسبت الگوریتم *سایدل* و الگوریتم *لی* از تعداد قطرهای کمتری برای تجزیه یکنواخت استفاده می­کند. برای ارزیابی دقیق­تر عملکرد الگوریتم پیشنهادی، از چهار مقدار 5، 10، 20 و 30 به عنوان حداکثر عمق جستجو استفاده شده است. از این نمودار می­توان دریافت که با انتخاب مقادیر کوچک (و ثابت) به عنوان حداکثر عمق جستجو می­توان به نتایج مطلوب دست یافت (حداقل در مقایسه با الگوریتم *سایدل* و الگوریتم *لی*).

نمودار 3-1) مقایسه الگوریتم پیشنهادی با الگوریتم *سایدل* و الگوریتم *لی*

# فصل 4

# نتیجه­گیری و پیشنهادات

در این فصل به مرور کلی تحقیق و نتیجه­گیری در مورد نحوه عملکرد الگوریتم پیشنهادی ارائه شده در فصل قبل پرداخته می­شود. در بخش 4-2 پیشنهاداتی برای بهبود عملکرد این الگوریتم ارائه شده است.

## 4-1 مرور تحقیق

تجزیه چندضلعی یکی از مباحث مهم و با سابقه طولانی در حوزه هندسه محاسباتی است. در اکثر موارد پردازش چندضلعی­هایی که یکنواخت یا محدب نیستند، دشوارتر از چندضلعی­هایی است که این  
ویژگی­ها را دارند. به همین دلیل در اغلب کاربردهای عملی، ابتدا چندضلعی به صورت مثلثی، ذوزنقه­ای، محدب، یکنواخت، ستاره­ای و یا هر شکل هندسی دیگری که نیاز­های مسئله را برآورده کند تجزیه می­شود. تصمیم­گیری در مورد نوع تجزیه (محدب، یکنواخت و غیره) وابسته به شرایط مسئله است.

در این پایان­نامه به مطالعه و بررسی تجزیه یکنواخت چندضلعی­های ساده و حفره­دار پرداخته شده است. در فصل اول به برخی از مفاهیم مقدماتی از حوزه هندسه محاسباتی که در فصل­های دوم و سوم به آنها نیاز است، اشاره شده است. در فصل دوم به مطالعه الگوریتم­های *لی*، *لیو* و *سایدل* پرداخته شده است. الگوریتم­های لی و لیو تنها قادر به تجزیه چندضلعی­های ساده می­باشند اما می­توان الگوریتم سایدل را برای تجزیه چندضلعی­های حفره‌دار نیز بکار برد. در فصل سوم یک الگوریتم حریصانه جهت تجزیه یکنواخت چندضلعی­های ساده و حفره‌دار ارائه شده است. این الگوریتم برای تجزیه چندضلعی از نقاط کمکی استفاده نمی­کند. در بخش 3-3 نتایج حاصل از پیاده­سازی الگوریتم پیشنهادی و مقایسه آن با الگوریتم لی و سایدل بحث و بررسی شده است.

## 4-2 نتیجه­گیری

تا کنون پنج الگوریتم برای تجزیه یکنواخت چندضلعی­های ساده و یا حفره­دار وجود دارد [27].  
جزئیات مربوط به این الگوریتم­ها در جدول 3-1 درج شده است. الگوریتم­های *لیو* و *نتافوس*، *وی* و *کیل* چندضلعی را به صورت کمینه تجزیه می­کنند اما الگوریتم­های لی و سایدل تجزیه را الزاما به صورت کمینه انجام نمی­دهند. زمان اجرای الگوریتم کیل از مرتبه O(Nn4) و الگوریتم لیو از مرتبه  
O(nN3 + N2n log n + N5) است. این زمان اجرا در کاربردهای عملی چندان مطلوب نیست.  
الگوریتم وی از زمان اجرای قابل قبولی برخوردار است اما این الگوریتم برای تجزیه چندضلعی از نقاط کمکی استفاده می­کند. یادآوری می­شود که تجزیه کمینه یک چندضلعی حفره­دار بدون استفاده از نقاط کمکی، یک مسئله NP-سخت است [4].

هدف از الگوریتمی که در این پایان­نامه ارائه شده است، بوجود آوردن تعادلی بین زمان اجرا و تجزیه کمینه است. در فصل سوم ثابت شد که زمان اجرای این الگوریتم در حالتی که حداکثر عمق جستجو یک مقدار ثابت است، از مرتبه O(T) می­باشد (T زمان مورد نیاز برای تجزیه ذوزنقه­ای چندضلعی است). با توجه به اینکه برای تجزیه ذوزنقه­ای یک چندضلعی، الگوریتم­های کارآیی موجود است، می­توان به سرعت یک چندضلعی ساده و یا حفره­دار را بدون استفاده از نقاط کمکی توسط الگوریتم پیشنهادی به صورت یکنواخت تجزیه کرد. نتایج پیاده­سازی نشان می­دهد که در عمل با استفاده از مقادیر کوچک K می­توان به نتایج مطلوبی دست یافت. این نتایج نشان می­دهد که در عمل الگوریتم پیشنهادی از تعداد قطر­های بسیار کمتری نسبت به الگوریتم سایدل استفاده می­کند (به طور میانگین کاهش 70 درصدی در استفاده از قطرها برای تجزیه چندضلعی­هایی با 1500 راس).

این الگوریتم نسبت به الگوریتم لی نیز از تعداد قطرهای کمتری برای تجزیه چندضلعی استفاده می­کند (به طور میانگین کاهش 17 درصدی در استفاده از قطرها برای تجزیه چندضلعی­هایی با 1500 راس).

## 4-2 کارهای آینده

برای ادامه این تحقیق تصمیم بر این است که بهبودهایی بر الگوریتم پیشنهادی اعمال شود و عملکرد آن به طور دقیق­تر مورد مطالعه قرار گیرد. در این راستا دو فعالیت اصلی مد نظر قرار دارد که در ادامه به تشریح آنها پرداخته می­شود.

### 4-2-1 انتخاب بین تجزیه ذوزنقه­ای افقی یا عمودی

در گام اول الگوریتم 3-3 چندضلعی ورودی به صورت افقی تجزیه ذوزنقه­ای می­شود. با اعمال تغییراتی در این الگوریتم می­توان از تجزیه ذوزنقه­ای عمودی (به جای تجزیه افقی) استفاده کرد. در بعضی از چندضلعی­ها، تجزیه ذوزنقه­ای عمودی منجر به تولید جواب بهتری می­شود (با استفاده از تعداد قطرهای کمتری می­توان چندضلعی را تجزیه کرد و یا اینکه نیاز به پیمایش چندضلعی­های کمتری است). شکل 4-1 چنین وضعیتی را نشان می­دهد.

(الف)

(ب)

شکل 4-1) تجزیه ذوزنقه‌ای افقی و عمودی یک چندضلعی ساده

برای دست یافتن به یک قطر ویژه در چندضلعی شکل 4-1(الف) که به صورت افقی تجزیه ذوزنقه­ای شده است، نیاز به پیمایش پنج ذوزنقه­ وجود دارد در حالی که در تجزیه عمودی تنها نیاز به پیمایش یک ذوزنقه وجود دارد. بنابراین در این شرایط بهتر است چندضلعی به صورت عمودی تجزیه شود و نه افقی. اگر بتوان قبل از تجزیه ذوزنقه­ای چندضلعی را به سرعت پیش­پردازش[[100]](#footnote-100) کرد (بهتر است این عمل در زمان در O(n) انجام شود) و در مورد افقی یا عمودی بودن تجزیه تصمیم گرفت، می­توان به نتایج بهتری دست یافت.

### 4-2-2 پیش­پردازش قطرها

یکی از تفاوت­های الگوریتم پیشنهادی با الگوریتم *لیو* این است که الگوریتم *لیو* از میان مجموعه تمامی قطرهای ویژه­ای که می­توان به چندضلعی اضافه کرد، زیر مجموعه­ای را محاسبه می­کند که موجب تجزیه کمینه می­شود اما الگوریتم پیشنهادی (به دو دلیل که در بخش 3-1 بحث شد) این زیرمجموعه را محاسبه نمی­کند و به صورت حریصانه هر زمان که امکان اضافه کردن یک قطر ویژه وجود داشت، آن را به چندضلعی اضافه می­کند. باید توجه داشت که در بعضی از شرایط نباید یک قطر ویژه را اضافه کرد زیرا آن قطر مانع اضافه شدن قطرهای دیگر به چندضلعی می­شود. محاسبه دقیق زیرمجموعه­ای از قطرها که موجب تجزیه کمینه می­شود عملی زمان­بر است. اگر این امکان وجود داشته باشد که با استفاده از بعضی روش­های محاسباتی، زیرمجموعه­ای از قطرهای ویژه را به سرعت محاسبه کرد که منجر به تولید چندضلعی­های یکنواخت کمتری شود، به جواب بهینه نزدیکتر شده­ایم.
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1. polygon decomposition [↑](#footnote-ref-1)
2. convex [↑](#footnote-ref-2)
3. monotone with respect to a line [↑](#footnote-ref-3)
4. robot motion planning [↑](#footnote-ref-4)
5. Steiner points [↑](#footnote-ref-5)
6. monotone decomposition [↑](#footnote-ref-6)
7. uniformly monotone with respect to axis Y [↑](#footnote-ref-7)
8. Minimum Monotone Decomposition [↑](#footnote-ref-8)
9. simple [↑](#footnote-ref-9)
10. uniform [↑](#footnote-ref-10)
11. convex [↑](#footnote-ref-11)
12. star-shaped [↑](#footnote-ref-12)
13. trapezoidal [↑](#footnote-ref-13)
14. minimum ink decomposition [↑](#footnote-ref-14)
15. reflex vertex [↑](#footnote-ref-15)
16. notch vertex [↑](#footnote-ref-16)
17. hole [↑](#footnote-ref-17)
18. steiner points [↑](#footnote-ref-18)
19. Lee and Preparata [↑](#footnote-ref-19)
20. M. Keil [↑](#footnote-ref-20)
21. Wei [↑](#footnote-ref-21)
22. visibility graph [↑](#footnote-ref-22)
23. Lee and Preparata [↑](#footnote-ref-23)
24. در تعریف اول، چندضلعی به عنوان یک زیرمجموعه از صفحه تعریف شده است. در تعریف دوم، چندضلعی به عنوان یک خط تعریف شده و ناحیه درون آن لحاظ نشده است. در این پایان­نامه، تفاوت این دو تعریف بی­اهمیت است. [↑](#footnote-ref-24)
25. triangulation [↑](#footnote-ref-25)
26. monotone with respect line L [↑](#footnote-ref-26)
27. uniformly monotone with respect to line L [↑](#footnote-ref-27)
28. Y-monotone polygon [↑](#footnote-ref-28)
29. یک چندضلعی ساده که نسبت به یک خط دلخواه یکنواخت نباشد محدب نیست، زیرا در این صورت نقاطی داخل چندضلعی وجود دارند که پاره­خط واصل آنها، کاملا داخل چندضلعی واقع نمی­شود. [↑](#footnote-ref-29)
30. turn vertex [↑](#footnote-ref-30)
31. regular Vertex [↑](#footnote-ref-31)
32. start Vertex [↑](#footnote-ref-32)
33. end Vertex [↑](#footnote-ref-33)
34. merge Vertex [↑](#footnote-ref-34)
35. split Vertex [↑](#footnote-ref-35)
36. data structures [↑](#footnote-ref-36)
37. linked List [↑](#footnote-ref-37)
38. subspace [↑](#footnote-ref-38)
39. trapezoidal decomposition [↑](#footnote-ref-39)
40. یک مثلث را می­توان ذوزنقه­ای فرض کرد که طول یکی (و تنها یکی) از قاعده­های آن صفر است. به همین دلیل این نوع تجزیه، تجزیه ذوزنقه­ای ­نامیده می­شود. [↑](#footnote-ref-40)
41. Chazelle & Incerpi [↑](#footnote-ref-41)
42. robot motion planning [↑](#footnote-ref-42)
43. point location problem [↑](#footnote-ref-43)
44. Seidel [↑](#footnote-ref-44)
45. incremental randomized algorithm [↑](#footnote-ref-45)
46. expected running time [↑](#footnote-ref-46)
47. expected memory usage [↑](#footnote-ref-47)
48. یا نقطه a از نقطه b آشکار است (a is visible from b) و برعکس. [↑](#footnote-ref-48)
49. visibility polygon from point a [↑](#footnote-ref-49)
50. visibility polygon from an edge [↑](#footnote-ref-50)
51. H. El Gindy [↑](#footnote-ref-51)
52. D. T. Lee [↑](#footnote-ref-52)
53. T. Asano [↑](#footnote-ref-53)
54. S. Suri [↑](#footnote-ref-54)
55. F. Dehne [↑](#footnote-ref-55)
56. query based version of the (visibility) problem [↑](#footnote-ref-56)
57. اثبات این قضیه از مرجع [1] اخذ شده است. [↑](#footnote-ref-57)
58. Lee and Preparata [↑](#footnote-ref-58)
59. plane sweep method [↑](#footnote-ref-59)
60. sweep line [↑](#footnote-ref-60)
61. scan [↑](#footnote-ref-61)
62. event points [↑](#footnote-ref-62)
63. priority queue [↑](#footnote-ref-63)
64. binary tree [↑](#footnote-ref-64)
65. procedure [↑](#footnote-ref-65)
66. شبه کد مربوط به پیاده­سازی این الگوریتم از مرجع [1] اخذ شده است. [↑](#footnote-ref-66)
67. circle graph [↑](#footnote-ref-67)
68. independent set [↑](#footnote-ref-68)
69. maximum independent set [↑](#footnote-ref-69)
70. NP-Hard [↑](#footnote-ref-70)
71. intersection graph [↑](#footnote-ref-71)
72. circle graph [↑](#footnote-ref-72)
73. Visible [↑](#footnote-ref-73)
74. turn vertex [↑](#footnote-ref-74)
75. visible to each other [↑](#footnote-ref-75)
76. visibility polygon [↑](#footnote-ref-76)
77. تا زمان نگارش این پایان­نامه، هیچ پیاده­سازی از الگوریتم مثلثی‏سازی آقای چازل سراغ نداریم. به دلیل اینکه پیاده­سازی این الگوریتم پیچیده است، در عمل از الگوریتم­های تقریبا خطی مانند الگوریتم سایدل استفاده می­شود. [↑](#footnote-ref-77)
78. Seidel [↑](#footnote-ref-78)
79. incremental randomized algorithm [↑](#footnote-ref-79)
80. steiner points [↑](#footnote-ref-80)
81. vector graphic [↑](#footnote-ref-81)
82. Geographical Information Systems (GIS) [↑](#footnote-ref-82)
83. real time [↑](#footnote-ref-83)
84. render [↑](#footnote-ref-84)
85. machine vision [↑](#footnote-ref-85)
86. Optical Character Recognition (OCR) [↑](#footnote-ref-86)
87. visual [↑](#footnote-ref-87)
88. Expected Running Time (ERT) [↑](#footnote-ref-88)
89. Expected Memory Usage (EMU) [↑](#footnote-ref-89)
90. در مقاله *سایدل* به این موضوع اشاره­ای نشده است اما با اندکی ویرایش این الگوریتم می­توان چندضلعی­های  
    حفره­دار را نیز تجزیه کرد [22]. [↑](#footnote-ref-90)
91. تجزیه به صورت کمینه انجام می­گیرد اما الزاما یکپارچه یکنواخت (uniformly monotone) نیست [4]. [↑](#footnote-ref-91)
92. مقدار N وابسته به n است. در حالت کلی، هرچه مقدار n بیشتر می­شود، مقدار N نیز به صورت خطی افزایش پیدا می­کند. [↑](#footnote-ref-92)
93. greedy algorithm [↑](#footnote-ref-93)
94. node [↑](#footnote-ref-94)
95. visible [↑](#footnote-ref-95)
96. Visible [↑](#footnote-ref-96)
97. Incremental [↑](#footnote-ref-97)
98. سایدل ابتدا یک الگوریتم اولیه با زمان اجرای مورد انتظار O(n log n) برای تجزیه ذوزنقه­ای ارائه کرد. سپس با بهبود الگوریتم اولیه زمان اجرای آن را به O(n log\*n) کاهش داد [22]. [↑](#footnote-ref-98)
99. چندضلعی­های تصادفی را با استفاده از کتابخانه CGAL تولید کردیم. [↑](#footnote-ref-99)
100. preprocess [↑](#footnote-ref-100)